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Abstract

An implicit Lyapunov-based approach is proposed for generating trajectories of a finite dimensional controlled quantum system. The main
difficulty comes from the fact that we consider the degenerate case where the linearized control system around the target state is not controllable.
The controlled Lyapunov function is defined by an implicit equation and its existence is shown by a fix point theorem. The convergence analysis
is done using LaSalle invariance principle. Closed-loop simulations illustrate the performance of such feedback laws for the open-loop control
of a test case considered by chemists.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Even if the controllability of a finite dimensional quantum
system, �(d/dt)� = (H0 + u(t)H1)� where � ∈ CN and H0
and H1 are N × N Hermitian matrices with coefficients in
C, has been completely explored [25,21,1,2,27], this does not
guarantee the simplicity of the trajectory generation. Very of-
ten the chemists formulate the task of the open-loop control as
a cost functional to be minimized. Optimal control techniques
(see e.g., [16,23]) and iterative stochastic techniques (e.g., ge-
netic algorithms [8,13]) are then two class of approaches which
are most commonly used for this task.

When some non-degeneracy assumptions concerning the
linearized system are satisfied, [18] provides another method
based on Lyapunov techniques for generating trajectories. The
relevance of such a method for the control of chemical models
has been studied in [19]. Since measurement and feedback
in quantum systems lead to much more complicated models
and dynamics than the Schrödinger equation [10,15,9,17], the
stabilization techniques presented in [18] are only used for
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generating open-loop control laws. Simulating the closed-loop
system, we obtain a control signal which can be used in open-
loop for the physical system. Such kind of strategy has already
been applied widely in this framework [6,14,24,20].

This paper takes place in the sequel of the results provided
in [18,19]. For more details concerning the previous work on
the open-loop Lyapunov based control of quantum systems and
their relation to this set of new results, we refer to the in-
troduction of Ref. [19]. One can also try to apply such kind
of Lyapunov techniques for the real-time closed-loop control
of quantum systems [9,17,3]. This will need to consider more
complicated stochastic-type master equations. However, the au-
thors believe that the provided ideas in this paper might also
be relevant for such situations.

In this work as an extension of [18]: we relax the limiting as-
sumptions concerning the controllability of the linearized sys-
tem around the target state. Let us begin by recalling briefly
the main result of [18]. We consider the system

�
d

dt
� = (H0 + u(t)H1)�,

�|t=0 = �0, ‖�0‖ = 1. (1)

As H0 ,the free Hamiltonian, and H1, the interaction Hamilto-
nian, are Hermitian matrices, the state of the system verifies the
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conservation of probability: ‖�(t)‖ = 1 ∀t �0. It thus evolves
on the unit sphere of CN : S = {x ∈ CN ; ‖x‖ = 1}.

The idea of [18] consists in considering a control Lyapunov
function

V (�) = 1
2‖� − �‖2, (2)

where H0�=��. In order to simplify the geometry of the state
space and consider the physically meaning-less global phase of
the state, a fictitious phase control � is added to the system

�
d

dt
� = (H0 + uH 1 + �)�. (3)

The Lyapunov function (2) then leads to a feedback design of
the form

u(�) = −aI(〈H1� | �〉), �(�) = −� − bI(〈� | �〉), (4)

where a and b are positive constants. It is shown in [18] that
such a feedback stabilizes almost globally the system if and
only if

A. The spectrum of H0 is not �-degenerate and all eigenvectors
� of H0 different from �, are coupled directly to �: 〈H1� |
�〉 �= 0 if � �= �.

Here the spectrum {��}1���n of H0 is said to be �-degenerate
when there exist � and 	 in {1, . . . , N} such that � �= 	 and
|�� − �| = |�	 − �|.

The assumptions in A correspond to the controllability of the
linear tangent system around the target state: (�, u = 0, � =
−�). Note that this assumption may fail to be true for many
controllable systems (see the example of Section 2). In fact,
one might consider any physical system where the direct one-
photon transitions between some of the eigenstates do not exist
but a multi-photon strategy would ensure the reachability of
any eigenstate.

In [18, Section 4] a remedy for such situations is sug-
gested. The method consists in tracking an adiabatic reference
trajectory beginning at the target state � and ending by a
neighborhood of this same state. In this manner we can ensure
an approximate control strategy for the systems much more
degenerate than the ones considered in assumption A.

The main goal of this paper is to provide another strategy
ensuring the almost global stability for such degenerate cases.
Let us assume that for any small ū �= 0 the linear tangent sys-
tem around �ū, the eigenstate of H0 + ūH1, is controllable in
the sense of A. Then the idea is to introduce a feedback design
similar to the last one, replacing the target state � by a moving
target �
(t), where 
(t) is defined implicitly by the state of the
system �. The goal is to make �
(t) converging slowly toward
� and, at the same time, using a feedback design inspired by
Mirrahimi et al. [18], in order to stabilize as fast as possible
the state of the system around the vector function �
(t) (see
Fig. 1). This strategy has been introduced in [7] for the stabi-
lization of the Euler equation of incompressible fluids; in [7], it
is 
∇�, with � as in [7, p. 1884, Eqs. (3.47) and (3.48)] which
plays the role of �
 here.

Fig. 1. The implicit Lyapunov relies on a “fast” convergence of � and �

and a slow convergence of �
 towards the goal eigenstate �.

In Section 2, we present the implicit Lyapunov technique for
finite dimensional Schrödinger equations. The two cases of an
isolated target state and a degenerate one are treated separately.
Section 3 deals with the case of an isolated target state. The ex-
istence of the implicit control Lyapunov function is ensured by
a fix point theorem. Then the convergence of the stabilization
technique is studied in Section 4. Section 5 addresses the case
of a degenerate target state. Finally in Section 6, we perform
some numerical simulations for a five-dimensional test case
borrowed from the quantum chemistry literature. These simu-
lations illustrate the interest of the implicit Lyapunov technique
for the open-loop control of the systems considered to be hard
by chemists.

2. Control design

As a first step (and for some technical reasons), let us change
the Lyapunov function introduced in the introduction and let
us take

V (�) := 1 − |〈� | �〉|2.

Thus,

d

dt
V (�) = −u(t)I(〈H1� | �〉〈� | �〉). (5)

The feedback law

u(�) := cI(〈H1� | �〉〈� | �〉), (6)

with a positive constant c ensures dV/dt �0. A convergence
analysis analogous to the one proposed in [18] for the feedback
law (4) and under an additional technical assumption can be
performed. Assume

A1. The population of the eigenstate � in the initial state (and
so in the state of the system at any time t) is different from
zero: 〈� | �〉 �= 0.

Then, one can show that the convergence of � to the set
{e��� | � ∈ [0, 2�)} is also equivalent to the controllabil-
ity of the first variation around the reference trajectory (�r =
e−��t�, u = 0).
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Remark 1. Note that in practice the assumption A1 is not really
restrictive. In fact if the population of the eigenstate � in the
initial state is zero it suffices to perturb a little the system at the
beginning by using sinusoidal fields with resonant frequencies.

Now let us consider the case where the linear tangent system
is not controllable. This might happen for many controllable
systems: it corresponds either to a �-degenerate spectrum for
H0 or to the non-existence of single-photon transitions in the
interaction Hamiltonian between � and other eigenstates. The
5-level system [26] corresponding to the internal Hamiltonian
H0 and the dipole moment H1:

H0 =

⎛
⎜⎜⎜⎜⎜⎝

1.0 0 0 0 0

0 1.2 0 0 0

0 0 1.3 0 0

0 0 0 2.0 0

0 0 0 0 2.15

⎞
⎟⎟⎟⎟⎟⎠ ,

H1 =

⎛
⎜⎜⎜⎜⎜⎝

0 0 0 1 1

0 0 0 1 1

0 0 0 1 1

1 1 1 0 0

1 1 1 0 0

⎞
⎟⎟⎟⎟⎟⎠ , (7)

with � = (1, 0, 0, 0, 0) provides an example of this kind. This
system is controllable: the Lie algebra spanned by H0/� and
/� is u(5) [21]. We will return to this example in the numerical
simulations.

For 
 ∈ R, let us denote by (�n,
)1�n�N the eigenval-
ues of the operator H0 + 
H1, with �1,
 � · · · ��N,
 and by
(�n,
)1�n�N the associated normalized eigenvectors:

(H0 + 
H1)�n,
 = �n,
�n,
.

In order to simplify the notations, we will take �=�k for some
k ∈ {1, 2, . . . , N}. Then we assume

A2. There exists a positive constant 
∗ such that, for every

 ∈ (0, 
∗], we have �1,
 < · · · < �N,
 and the Hamiltonian
H0 + 
H1 is not �k,
-degenerate. Moreover, for every in-
teger l ∈ {1, 2, . . . , N} different from k, we assume that
〈H1�k,
 | �l,
〉 �= 0.

The idea is to use the fact that the feedback design presented
previously makes the system with internal Hamiltonian H0 +

H1 and the interaction Hamiltonian H1 converging toward
C
 := {�k,
e��; � ∈ R} for every 
 ∈ (0, 
∗] but not for 
 = 0.
So we will let 
 tending to zero and, formally, the convergence
toward C
 must be faster than the convergence of 
 toward 0
(cf. Fig. 1). There will be two cases to consider:

(1) the case where the target state �k is an isolated eigenstate
of the free Hamiltonian H0: the dimension of the corre-
sponding eigenspace is 1;

(2) the degenerate case.

3. Isolated target state

We assume that the kth eigenspace of the free Hamiltonian
H0 is of dimension 1, so that the target state (i.e., kth eigenstate
of the system) is defined without any ambiguity. We will define
a Lyapunov function by

V (�) := 1 − |〈� | �k,
(�)〉|2, (8)

where the function � 
→ 
(�) is implicitly defined as below:


(�) := �(1 − |〈� | �k,
(�)〉|2) (9)

for a slowly varying real function �.
Note that under the assumption of non-degeneracy of the kth

eigenstate of H0 + 
H1 for 
 in the closed interval [0, 
∗], �k,

and �k,
 are analytic functions of the parameter 
 ∈ [0, 
∗]
[11, Motzkin–Taussky Theorem, p. 85]. In particular, we can
consider the derivative of the map 
 
→ �k,
 at least in the
interval [0, 
∗]. We denote by

d�k,


d


∣∣∣∣

0

the derivative of this map at the point 
 = 
0. Furthermore, as
the dependence of �k,
 with respect to 
 is analytic, d�k,
/d

is bounded on [0, 
∗] and thus

C := max

{∥∥∥∥∥ d�k,


d


∣∣∣∣

0

∥∥∥∥∥ ; 
0 ∈ [0, 
∗]
}

< ∞.

A simple computation shows that

d

d

�(1 − |〈� | �k,
〉|2) = −2�′R

(〈
�

∣∣∣∣d�k,


d


〉
〈�k,
 | �〉

)
.

Taking the function � such that ‖�′‖∞ is small enough (the
smallness depending only on H0, H1, k and 
∗) and since
d�k,
/d
 is bounded, the function

� ∈ [0, 
∗] 
→ �(1 − |〈� | �k,�〉|2)
will be contracting for fixed � ∈ S. Thus, for any fixed � ∈ S,
there exists a unique 
(�) ∈ [0, 
∗] such that (9) is verified.

Let us show that S � � 
→ 
(�) ∈ [0, 
∗] defines an
application in C∞(S; [0, 
∗]). The implicit function theorem
applies here. Let us consider the application

F(
, �) := 
 − �(1 − |〈� | �k,
〉|2).
This application F is regular with respect to 
 and � and, for a
fixed � ∈ S, we have

F(
(�), �) = 0.

Furthermore, we have

d

d

F(
, �) = 1 + 2�′R

(〈
�

∣∣∣∣d�k,


d


〉
〈�k,
 | �〉

)

which is non-zero for � such that ‖�′‖∞ is small enough. Thus,
using the implicit function theorem and the uniqueness of the
application � 
→ 
(�), we have the following existence result:
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Lemma 2. Let � ∈ C∞(R+; [0, 
∗]) be such that

�(0) = 0, �(s) > 0 for every s > 0, (10)

‖�′‖∞ <
1

C∗ where

C∗ := 1 + max

{∥∥∥∥d�k,


d

|
0

∥∥∥∥ ; 
0 ∈ [0, 
∗]
}

. (11)

Then there exists a unique map 
 ∈ C∞(S; [0, 
∗]) such that,
for every � ∈ S,


(�) = �(1 − |〈� | �k,
(�)〉|2) with 
(�k) = 0.

In the sequel, � ∈ C∞(R+, [0, 
∗]) is fixed, satisfies (10) and

‖�′‖∞ �1/2C∗. (12)

Let � be a solution of the equation

��̇ = (H0 + (
(�) + v(t))H1)�.

We have

d

dt
V (�(t)) = − 2v(t)I(〈H1�(t) | �k,
〉〈�k,
 | �(t)〉)

− 2
̇(t)R

(〈
�(t)

∣∣∣∣d�k,


d


∣∣∣∣

(t)

〉
〈�k,
 | �(t)〉

)
.

A simple computation shows that


̇(t) = �′(V )

{
− 2v(t)I(〈H1�(t) | �k,
〉〈�k,
 | �(t)〉)

−2
̇(t)R

(〈
�(t)

∣∣∣∣d�k,


d


∣∣∣∣

(t)

〉
〈�k,
 | �(t)〉

)}
.

Let us introduce

K(t) := 2�′(V )R

(〈
�(t)

∣∣∣∣d�k,


d


∣∣∣∣

(t)

〉
〈�k,
 | �(t)〉

)
.

Then, by (12), we have

|K(t)|� 1
2 for every t ∈ [0, +∞). (13)

We have

(1+K(t))
̇(t)= − 2�′(V )v(t)I(〈H1�(t) | �k,
〉〈�k,
 | �(t)〉)
and so

d

dt
V (�(t)) = − 2v(t)I(〈H1�(t) | �k,
〉〈�k,
 | �(t)〉)

×
{

1 + �′(V )

1 + K(t)

}
. (14)

By (12), we have ‖�′‖∞ � 1
2 , which, with (13), gives

1 + �′(V )

1 + K(t)
�0 for every t �0.

Thus, a feedback law of the form

v(�) := cI(〈H1� | �k,
(�)〉〈�k,
(�) | �〉), (15)

with a positive constant c > 0, ensures dV/dt �0.

The closed-loop system

��̇ = (H0 + (
(�) + v(�))H1)�

admits a global solution in R since � 
→ 
(�) and � 
→ v(�)

are Lipschitz functions of � and ‖�‖ = 1.
A convergence analysis of this feedback design under some

suitable assumptions is provided in the next section. LaSalle
invariance principle will be used in order to characterize the
�-limit set for such a closed-loop system.

4. Convergence analysis

The main result of this paper might be summarized as below:

Theorem 3. Let � ∈ C∞(R+, [0, 
∗]) be such that (10) and
(12) hold. Let us also suppose that the assumption A2 holds
true. Then, the closed-loop system

�
d

dt
� = (H0 + u(�)H1)�, �(0) = �0, (16)

with the feedback design

u(�) := 
(�) + v(�),

where 
(�) is provided by Lemma 2 and

v(�) := cI(〈H1� | �k,
(�)〉〈�k,
(�) | �〉),
where c is a positive constant, admits a global solution on R+.

Moreover, if �0 satisfies

〈�0 | �
k,
(�0)

〉 �= 0 (17)

then this solution converges toward C := {�ke��; � ∈ R} in the
following sense:

lim
t→∞ dist(�(t),C) = 0

and the set {�0 ∈ S; 〈�0 | �
k,
(�0)

〉 = 0} is an unstable
invariant manifold for the system (16).

Proof of Theorem 3. As it is shown in the previous section,
V (�) is a control Lyapunov function and, using the feedback
design of the Theorem 3, we have dV/dt �0 for every t ∈ R+.

If 〈�0 | �
k,
(�0)

〉=0, one can easily see that the second part
of the feedback design v will be zero and so 〈�(t) | �k,
(�(t))〉=
0, for every t > 0. Thus, the set {�0 ∈ S; 〈�0 | �

k,
(�0)
〉 =

0} provides an invariant manifold for the feedback design of
Theorem 3.

Let us assume that 〈�0 | �
k,
(�0)

〉 �= 0. We use LaSalle
invariance principle. Theorem 3.4, p. 117 of [12] applies here,
so the trajectories of the closed-loop system converge to the
largest invariant set contained in dV/dt = 0.

Let us determine this invariant set. Let � be a solution of
(16) such that dV/dt = 0. There exists a constant V such that
V (�) = V . This implies that 
(�) is constant: 
(�) = 
 where

 := �(V ). The equation dV/dt = 0 gives

v(�) = I(〈H1� | �k,
(�)〉〈�k,
(�) | �〉) = 0. (18)
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so the function � solves

�
d

dt
� = (H0 + 
H1)�.

There are two cases to consider:
First case: 
 = 0. We have �(V ) = 0 so, by (10), V = 0 and

|〈� | �k〉| = 1,

which terminates the proof of the theorem.
Second case: 
 �= 0. We have 0 < 
 < 
∗. Since (18) is veri-

fied, we also have

d

dt
I(〈H1� | �k,
(�)〉〈�k,
(�) | �〉) = 0.

Simple computations give

R(〈H1(H0 + 
H1)� | �k,
〉〈�k,
 | �〉
− 〈H1� | �k,
〉〈(H0 + 
H1)�k,
 | �〉) = 0. (19)

One can easily see that (19) is equivalent to

R(〈[H0 + 
H1, H1]� | �k,
〉〈�k,
 | �〉) = 0. (20)

Similarly, we have

d

dt
R(〈[H0 + 
H1, H1]� | �k,
〉〈�k,
 | �〉) = 0.

This implies that

I(〈[H0 + 
H1, [H0 + 
H1, H1]]� | �k,
〉〈�k,
 | �〉) = 0.

(21)

Performing similar computations, an easy induction argument
shows that

R

(〈
adm

H1
�

(
H0 + 
H1

�

)
�

∣∣∣∣�k,


〉
〈�k,
 | �〉

)
= 0

∀m ∈ {0, 1, 2, . . .}. (22)

Here, adm
Z(Y ) is a notation for iterative commutators:

ad0
Z(Y ) = Z, adm

Z(Y ) = [Y, adm−1
Z (Y )] for m�1.

Let us take �=〈�k,
 | �〉�. We know, by (17), that 〈�k,
 | �〉
is different from zero at any time t �0 because it is true for
t = 0. Thus, (22) reads

R

(〈
adm

H1
�

(
H0 + 
H1

�

)
�

∣∣∣∣�k,


〉)
= 0

∀m ∈ {0, 1, 2, . . .}. (23)

By writing the system in the eigenbasis of H0 + 
H1, we can
assume that H0 +
H1 is diagonal. Then the commutator [H0 +

H1, B] where B = (Bij ) is a N × N matrix might easily be
computed. With H0 +
H1 =diag(�1,
, �2,
, . . . , �N,
), we have

[H0 + 
H1, B] = ((�i,
 − �j,
)Bij )i,j .

Let us take B =H1, in order to simplify the notations. We have

adm
H1

(H0 + 
B) = ((�i,
 − �j,
)
mBij )i,j . (24)

For sake of simplicity and without loss of generality, let us
suppose that k = 1. Thus, Eq. (23) reads

I

(∑
j

B1j�j

)
= 0,

R

(∑
j

(�1,
 − �j,
)B1j�j

)
= 0,

...

I

(∑
j

(�1,
 − �j,
)
2mB1j�j

)
= 0,

R

(∑
j

(�1,
 − �j,
)
2m+1B1j�j

)
= 0.

(25)

Then (25) can be written as I(M1�)=0 andR(M2�)=0 where

M1 :=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1 . . . 1

(�1,
 − �2,
)
2 . . . (�1,
 − �N,
)

2

(�1,
 − �2,
)
4 . . . (�1,
 − �N,
)

4

...
...

...

(�1,
 − �2,
)
2(N−2) . . . (�1,
 − �N,
)

2(N−2)

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

M2 :=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

(�1,
 − �2,
) . . . (�1,
 − �N,
)

(�1,
 − �2,
)
3 . . . (�1,
 − �N,
)

3

(�1,
 − �2,
)
5 . . . (�1,
 − �N,
)

5

...
...

...

(�1,
 − �2,
)
2N−3 . . . (�1,
 − �N,
)

2N−3

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

and

� := (B12�2, B13�3, . . . , B1N�N)T.

Using the Vandermonde criteria and the assumption A2 (|�1,
−
�i,
| �= |�1,
 − �j,
| for i �= j ), one can see that M1 and M2
are non-singular real matrices and so I(�) =R(�) = 0. Using
once more the assumption A2 (B1j �= 0 for j �= 1) we deduce
that �2 = �3 = · · · = �N = 0 and therefore �2 = �3 = · · · =
�N = 0. This implies that � ∈ C and finishes the proof of the
theorem. �

5. Degenerate case

Let us suppose that the eigenspace Ek corresponding to the
kth eigenvalue of the free Hamiltonian H0 is of dimension
more than one. We will however suppose that, by adding a
perturbation of the form 
H1, for 
 ∈ (0, 
∗], to H0, we remove
the degeneracy of the matrix. Indeed we suppose that A2 still
holds true.

In this case talking about the kth eigenvector as the target
state admits an ambiguity: this kth eigenvector might be any
vector in the eigenspace Ek which is not of dimension one
here. In order to overcome this ambiguity and also in order to
be able to redo the computations of the last section here, we
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need a result from the perturbation theory for finite dimensional
Hermitian operators [11, p. 121].

Lemma 4. Let us consider the N × N hermitian matrices H0
and H1 with entries in C and let us define

H(
) := H0 + 
H1.

For each real 
, there exists an orthonormal basis
(�n(
))n∈{1,...,N} of CN consisting of eigenvectors of H(
).
These orthonormal eigenvectors can be chosen as analytic
functions of 
 ∈ R.

This lemma shows that the application R � 
 
→ �k,
 is
well defined and is in C� and so the decomposition 
 
→
{�1,
, . . . , �N,
} and 
 
→ {�1,
, . . . ,�N,
} corresponds to the
branches of the eigenvalues and eigenvectors depending regu-
larly on 
.

Using Lemma 4, we can talk about the eigenvectors of the
free Hamiltonian without any problem. It suffices to take an eig-
envector on a branch of the eigenvectors defined by this lemma.
So let us take the eigenvector of H0 on the kth branch and
name it as �k . The goal is to reach this state by using the app-
roach of the previous section. All the computations of the pre-
vious section might be generalized to this case, because the
Lyapunov function V (�) still depends regularly on �. Indeed,
since �k,
 is an analytic function of 
, we can consider the
derivative d�k,
/d
 and, moreover, this derivative is bounded
in the interval [0, 
∗] which leads to the existence the func-
tion 
(�) by Lemma 2. Therefore, Theorem 1 still holds in the
degenerate case.
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Fig. 2. (a): The populations of the system trajectory �(t) solution of the system (1) with the feedback design (6). We do not have convergence to �1 (up to
a phase change) as t → +∞. (b): the control field found by the feedback design (6).

6. Numerical simulations

Consider the 5-level system defined by (7). We have seen
that the linear tangent system around the reference trajectory
corresponding to the first eigenstate �1 = (1, 0, 0, 0, 0) of this
system is not controllable because the coordinates (H1)1,2 and
(H1)1,3 of this matrix are equal to zero. Thus, the first Lyapunov
approach which consists in using the feedback law

u(t) = cI(〈H1� | �1〉〈�1 | �〉) = cI(�∗
1(�2 + �3))

will not stabilize the system around the reference trajectory
corresponding to �1. Simulations in Fig. 2 shows this fact when
c = .02 and the initial state is �0 = 1/

√
5(1, 1, 1, 1, 1).

Now let us adapt the feedback design of (15) to this system.
The first part of the control field 
(�) is defined implicitly by
Eq. (9). In order to find this function at each time step we use
a fixed point algorithm by computing iteratively the value of
�(V
). The function �(s) is set to be �(s) = s/2 and the feed-
back design for the second part is given by (15) where the
positive constant c = .02 as before. The simulations in Fig. 3
show the performance of this approach. Even if �(s)=s/2 does
not satisfy the condition (11) of Lemma 2, numerical simula-
tions show that the fix point algorithm used in the process of
finding 
(�) converges. This is due to the fact that the condi-
tion (11) is stronger than the condition needed for the fix point
scheme.

Finally, in order to further motivate the implicit Lyapunov de-
sign technique provided in this paper, we can also mention the
so-called 3-level �-system. In such systems of great interest in
quantum optics, only two out of three transitions are available
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Fig. 3. (a): the populations of the system trajectory �(t) solution of the system (1) with the feedback design u(�) = 
(�) + v(�). As one can easily see the
system reaches completely �1 the first eigenstate of the internal Hamiltonian; (b): the control field 
(�) + v(�).

directly. The implicit technique of this paper will therefore
permit to overcome the degeneracy of the system.

7. Conclusion

A stabilization method for finite dimensional quantum sys-
tems has been proposed and its convergence is demonstrated.
Even though the feedback design can not be used for the closed-
loop control of a physical system, it can be a useful design tool
for generating open-loop trajectories. Moreover, the techniques
might be useful for more realistic studies concerning the real
feedback and measurement of the quantum systems [17].

The interest of the method in this paper, in particular, is to
overcome the fact that the first order approximation around the
reference trajectory is not controllable. Such kind of systems
are considered to be hard control problems by the chemists.
However, the implicit technique presented in this paper shows
relevant for the cases where a small perturbation removes the
degeneracy of the system.

A natural question is whether we can extend this kind of re-
sults to infinite dimensional systems. A test case to be looked
at is the control of a quantum particle in a moving potential
well. It is proved in [22] that the first order approximation for
this system is not controllable and in [4,5] that the nonlinear
system is locally controllable around any eigenstate (we are in
the same situation as in the 5-level system of the last section).
It seems that, for such a system, the assumptions of Theorem
3 are fulfilled. The main problem in dealing with such infinite

dimensional systems is the pre-compactness of system trajec-
tories.
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