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Abstract—We propose a novel observer for speed and torque
estimation in induction motors, using only electrical measure-
ments and assuming the parameters known. The design is based
on a novel representation of the motor model taking the form
of a cascade of a flux subsystem and a velocity subsystem
with known injection terms. After giving sufficient conditions
for the uniform strong observability of those subsystems, we
exploit the KKL approach to design a globally asymptotically
stable observer without relying on any time-scale separation.
We provide a method to optimize the observer parameters and
illustrate its performance on simulation in a realistic scenario.

I. Introduction

Estimating the velocity, load torque and flux of induction
motors from the voltages and currents is an important issue.
It is in particular a key step in “sensorless” control algo-
rithms of variable frequency drives, see e.g. [1], [2]. Pop-
ular observers for the induction motors include Luenberger
observers [3], Extended Kalman Filters [4] or sliding mode
observers [5], [6]. In this paper, we propose another observer
relying on a novel representation of the motor model, made
of a cascade of two subsystems with known input terms. This
representation allows the design of globally exponentially
stable observers and does not require any two-time-scale
assumption. Indeed, some of the contributions cited above
assume that the stator current is “fast” while the rotor velocity
and flux are “slow”. But this approximation can be rather
crude, especially when it is enforced by a fast current loop as
in a variable fequency drive [7]. While in a companion paper
[8] we exploit this new model representation with Kalman
observers from a practical point of view, we present here
another route based on the “Kazantzis-Kravaris-Luenberger”
(KKL) methodology developped in [9], [10]. We demonstrate
the global asymptotic convergence of a KKL observer based
on uniform strong differential observability, for which we
provide sufficient conditions. We also provide a method to
optimize the observer parameters to increase its robustness,
a relatively absent issue in the KKL literature sofar.

The standard equations of the induction motor assuming
no magnetic saturation read in the general GH frame (see for
instance [11, Chapter 6])

dkGHB
dC
+ 'ByGHB = D

GH
B − l4JkGHB (voltage law for stator)

dk̃GHA
dC
+ 'A ỹGHA = (lA − l4)J k̃GHA (voltage law for rotor)
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k
GH
B = !By

GH
B + !<ỹGHA (flux-current relation)

k̃
GH
A = !<y

GH
B + !A ỹGHA (flux-current relation)

�

=

dlA
dC

= )4< − ); (mechanical equation)

)4< = =!<〈yGHB ,J ỹGHA 〉 (electromagnetic torque).

where kGHB (stator flux), k̃GHA (rotor flux referred to stator),
y
GH
B (stator current), ỹGHA (rotor current referred to stator)
and D

GH
B (voltage impressed to stator) are 2 × 1 vectors;

lA (rotor velocity), l4 (arbitrary frame velocity), )4<
(electromagnetic torque) and ); (load torque) are scalars;
'B , 'A , !B , !A , !<, �, = are constant (or possibly slowly-
varying) parameters; I :=

( 1 0
0 1

)
and J :=

( 0 −1
1 0

)
; finally,

〈·, ·〉 denotes the dot product. The physical control input is
D
UV
B = R(\4)DGHB , where the frame angle \4 is defined by

d\4
dC := l4, and where R(\4) :=

(
cos \4 − sin \4
sin \4 cos \4

)
is the rotation

matrix with angle \4. Being chosen at will, the frame velocity
l4 can thus also be seen as a control input. In particular, in
standard terms, the choice l4 := 0 and GH := UV corresponds
to the UV frame, whereas l4 := lB with lB the stator
velocity, and GH := 3@ corresponds to the 3@ frame. Any of
those standard frames is eligible for observer design because
l4 and thus all the corresponding current and voltage signals
are known. As the disturbance torque ); is unknown, we
model it in the simplest way as a constant, i.e. we supplement
the previous equations with

d);
dC

= 0 (load torque model).

We assume D
GH
B (as the known control input or as a

measurement), l4 (as the frame velocity), yGHB (as a mea-
surement), and all the parameters are known. We seek
an asymptotic estimation of all the unknown variables, in
particular lA and ); using only these known signals. We start
by deriving a cascaded state form in Section II made of a
flux subsystem and a velocity subsystem. After describing the
operating conditions providing differential observability of
each subsystem in Section III, we build first a KKL observer
estimating k

GH
B in Section IV, and then a KKL observer

estimating lA and ); , knowing kGHB , in Section V. Finally,
we show how to optimize the observer parameters in Section
VI and illustrate the performance on simulation in a realistic
scenario in Section VII.

II. A state form with output injection terms

To design our observer, the first step is to rewrite the model
of the induction motor as a system in state form. The first
contribution of this paper is to show that the system can be
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decomposed into a cascade of two subsystems with output
injection terms that is appropriate for observer design:
• one independent from lA and ); , allowing to estimate
k
GH
B from the knowledge of yGHB , DGHB and l4;

• one allowing to estimate lA and ); from the knowledge
of yGHB and DGHB , as well as the knowledge of kGHB obtained
from the first system.

To this end, we choose as state variables kGHB , lA , ); and the
two orthogonal projections of yGHB defined by

zB := 〈yGHB , kGHB − f!B
2 y

GH
B 〉

g := 〈yGHB ,J (kGHB − f!B
2 y

GH
B )〉 = 〈yGHB ,JkGHB 〉

Notice g is the (scaled) electromagnetic torque. Indeed,

g = 〈yGHB ,JkGHB 〉 = 〈yGHB ,J (!ByGHB + !<ỹGHA )〉 = 1
=
)4<.

Using the equations of the model, it can be proved that

dkGHB
dC

= D
GH
B − 'ByGHB − l4JkGHB (1a)

f!B
d zB
dC

=
'A

!A
|kGHB |2 − '+ zB + 〈kGHB , DGHB 〉 − f!B

2 '− |yGHB |2 (1b)

f!B
dg
dC
= −'Cg − 〈kGHB − f!ByGHB , lAkGHB + JDGHB 〉 (1c)

�

=

dlA
dC

= =g − ); (1d)

d);
dC

= 0, (1e)

where 'C := 'B + 'A !B!A , '+ := 'B + 'A !B!A (f + 1), '− :=
'B + 'A !B!A (f − 1), and f := 1 − !2

<

!B!A
; notice the so-called

leakage factor f is usually small (typically at most 0.05),
which means that the current-derived variables zB , g are
“fast” variables, whereas kGHB , lA , g are “slow” variables.
Finally, the measured output yGHB translates as the two

implicit output equations

0 = zB − 〈yGHB , kGHB − f!B
2 y

GH
B 〉

0 = g − 〈yGHB ,JkGHB 〉.

Those equations can be considered as fictitious measure-
ments of the state, known to be constantly equal to zero.

A difficulty in designing an observer directly from (1)
comes from the polynomial dependence on the state com-
ponents to be estimated (terms |kGHB |2 and lA |kGHB |2). Our
design relies on the fact that (1) can be seen as a cascaded
system. On the one hand, the “flux subsystem”

dkGHB
dC

= D
GH
B − 'ByGHB − l4JkGHB (2a)

f!B
d zB
dC

=
'A

!A
|kGHB |2 − '+ zB + 〈kGHB , DGHB 〉 − f!B

2 '− |yGHB |2 (2b)

0 = zB − 〈yGHB , kGHB − f!B
2 y

GH
B 〉, (2c)

which is independent from g, ); and lA and which will be
used to estimate kGHB via a so-called flux observer; on the

other hand, the “velocity subsystem”

f!B
dg
dC
= −'Cg − 〈kGHB − f!ByGHB , lAkGHB + JDGHB 〉(3a)

�

=

dlA
dC

= =g − ); (3b)

d);
dC

= 0 (3c)

〈yGHB ,JkGHB 〉 = g (3d)

where not only y
GH
B , D

GH
B but also k

GH
B are seen as known

injection terms, exploiting the estimation of kGHB coming
from the flux observer. This latter velocity subsystem is linear
with injection and will be used to estimate lA and ); via a
so-called “velocity observer”.

III. Observability

Before designing an observer, we study the observability
of each subsystem from the knowledge of their corresponding
inputs and outputs.

Definition 1: A system ¤G = 5 (G, C) with output map H =
ℎ(G, C) is differentially observable of order ? if the map made
of ℎ and its ? − 1 first Lie-derivatives

�? (G, C) = (ℎ(G, C), ! ( 5 ,1)ℎ(G, C), . . . , ! ?−1
( 5 ,1)ℎ(G, C))

is injective with respect to G for all C ≥ 0, where we denote

! ( 5 ,1)ℎ(G, C) =
mℎ

mG
(G, C) 5 (G, C) + mℎ

mC
(G, C)

and !
(:)
( 5 ,1)ℎ(G, C) = ! ( 5 ,1)!

(:−1)
( 5 ,1) ℎ(G, C). Besides, it is uni-

formly strongly differentially observable of order ? if there
exists ℓ� > 0 such that for all (G0, G1) and all C ≥ 0,

|�? (G0, C) − �? (G1 , C) | ≥ ℓ� |G0 − G1 | . (4)
Differential observability means that the state is entirely

determined at each time by the knowledge of the output and
its successive time derivatives. Uniform strong differentially
observability additionally requires that this injectivity be of
Lipschitz type and uniform in time. This property allows to
obtain convergence guarantees of KKL observers [9].

A. Differential observability of kGHB
Because the signals in a certain frame GH differ from other

frames G ′H′ by some known rotations, it is equivalent to study
observability in some frame or another. However, some may
be more or less handy depending on the context.

1) In UV frame: When no assumption is made on the
regime of the motor, one may simply consider the nominal
UV frame where l4 = 0. Differentiating twice the output of
(2) with respect to time provides the following equations

zB =

〈
y
UV
B , k

UV
B −

f!B

2
y
UV
B

〉
'A

!A
|kUVB |2 + 〈kUVB , E

UV

1 〉 = E
UV

0

〈kUVB , E
UV

2 〉 =
dE0
dC
− 〈DUVB − 'ByUVB , E

UV

1 〉

1236
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where the EUV
8

are known signals with in particular

E
UV

1 = D
UV
B − '+yUVB − f!B

dyUVB
dC

E
UV

2 = 2
'A

!A
(DUVB − 'ByUVB ) +

dEUV1
dC

It follows that 〈kUVB , E
UV

2 〉 is uniquely defined by the output
and its two first derivatives. Continuing differentiating the
output, we obtain O?kUVB from the output and its ? − 1 first
derivatives with

O? :=
(
E
UV

2
dEUV

2
dC · · · d(?−3) EUV

2
dC ?−3

)>
.

Then, kUVB , and thus zB by the first equation, are differentially
observable of order ? if and only if O? is full rank. By
linearity of O?kUVB with respect to k

GH
B and of the first

equation with respect to zB , we then obtain (4) via the
uniform full rank O? as stated next.

Lemma 1: The flux subsystem (2) is uniformly strongly
differentially observable of order ? ≥ 4 if and only if there
exists ℓ > 0 such that for all C ≥ 0,

O? (C)>O? (C) ≥ ℓI .
2) Steady state in 3@-frame: In the particular case of

an induction motor at steady state, where y3@B , D3@B and lB
are constant, it is relevant to investigate the meaning of the
previously found condition. By successively differentiating
the output in the 3@-frame, we get this time

zB =

〈
y
3@
B , k

3@
B −

f!B

2
y
3@
B

〉
'A

!A
|k3@B |2 + 〈k3@B , E

3@

1 〉 = E
3@

0

〈k3@B , E
3@

2 〉 − lB 〈Jk
3@
B , E

3@

1 〉 = E
3@

3

−l2
B 〈k

3@
B , E

3@

1 〉 − lB 〈Jk
3@
B , E

3@

2 〉 = E
3@

4

where the signals (E8) are known with in particular

E
3@

1 = D
3@
B − '+y3@B − f!BlBJ y3@B

E
3@

2 = 2
'A

!A
(D3@B − 'By3@B )

It follows that the quantity

k
3@
B

> (
E
3@

2 + lBJE
3@

1 −lB2E
3@

1 + lBJE
3@

2

)
is uniquely determined, so that in turn k

3@
B is uniquely

determined if the determinant

(−lB2E
3@

1 + lBJE
3@

2 )
>J (E3@2 + lBJE

3@

1 )
= lB ‖lBE3@1 − JE

3@

2 ‖
2

is non zero. This proves the following lemma.
Lemma 2: If y3@B , D3@B and lB are constant without y3@B =

D
3@
B = 0, the flux subsystem (2) is uniformly strongly

differentially observable of order ? = 4 if and only if

lB
2‖lBE3@1 − JE

3@

2 ‖
4 > 0 .

B. Differential observability of lA
We study now the observability of (3) from the knowledge

of DGHB , y
GH
B , k

GH
B and g in (3d). The derivative dg

dC determines
uniquely lA b where we define

b := 〈kGHB − f!ByGHB , kGHB 〉 . (5)

Then, differentiating once more, we get D3

(
lA
);

)
where

D3 :=
(
b 0

db
dC − =

�
b

)
. If b is non zero, D3 is invertible

and (lA , );) is uniquely determined. More precisely, we get
uniform strong differential observability if there exists ℓ > 0
such that D3 (C)>D3 (C) ≥ ℓI for all C ≥ 0. Computing its
trace and determinant, this is actually guaranteed if b and db

dC
are bounded and b (C)2 > ℓ′ for some ℓ′ > 0 and for all C ≥ 0.
Pushing further the differentiation, using the fact that ); is
constant, the :th time derivative of the known signal lA b
determines lA b (:) + U:gb (:−1) for some known constants
U: , so that similar results can be obtained if some derivative
of b is uniformly positive. This is summed up next.

Lemma 3: The velocity subsystem (3) is differentially
observable of order ?E ≥ 3 if and only if the signal b defined
in (5) is non zero or has one nonzero time derivative of order
smaller than ?E − 3 at each time. Besides, if b and db

dC are
bounded, it is uniformly strongly differentially observable of
order 3 if there exists ℓ > 0 such that b (C)2 > ℓ for all C ≥ 0.

Lemmas 1, 2 and 3 thus characterize the operating con-
ditions providing differential observability and allowing to
build a KKL observer. We recover in particular the observ-
ability singularities lB = 0 and kGHB = 0 at steady state.

IV. The flux observer

Under the conditions exhibited in Section III-A ensuring
the differential observability of the flux subsystem (2) with
state G 5 := (kGHB , zB) at some order ? ≥ 4, a nonlinear Luen-
berger observer or KKL observer can be designed according
to [9]. Considering a compact set X 5 where solutions to
(2) are known to evolve, the idea is to look for a mapping
(C, G 5 ) ↦→ T (C, G 5 ) such that
• C ↦→ T (C, G 5 (C)) is solution to

dI
dC
= ΛI + Γ

(
zB − 〈yGHB , kGHB − f!B

2 y
GH
B 〉

)
, (6)

along solutions C ↦→ G 5 (C) of (2) in X 5 for some
controllable pair (Λ, Γ) with Λ Hurwitz;

• G 5 ↦→ T (C, G 5 ) becomes injective on X 5 at least after
a certain time.

Knowing that the output (2c) used in (6) is zero along
solutions, T (C, G 5 (C)) is then known to follow the dynamics

dI
dC
= ΛI (7)

which converges exponentially fast to zero and an estimate
Ĝ 5 (C) of G 5 (C) can thus be recovered by solving online

T (C, Ĝ 5 (C)) = 0 , Ĝ 5 (C) ∈ X 5 , (8)
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at least after a certain time, exploiting the injectivity property
of T . The existence of a map immersing the dynamics
into (6) is guaranteed according to [9, Theorem 1] for any
choice of (Λ, Γ), and an explicit expression of such a map is
provided in the next section. Then, we exploit [9, Theorem
2] to prove its injectivity for (Λ, Γ) of dimension ? with
sufficiently fast eigenvalues, where ? is the order of uniform
strong differential observability provided by Lemma 1.

A. Design of T immersing (2) into (6)

Consider Λ ∈ R?×? Hurwitz and Γ ∈ R? . The only
nonlinearity of (2) comes from the quadratic terms |kGHB |2.
But noticing from (2) that kGHB depends linearly on its initial
condition and that zB is linear in its initial condition and
quadratic in the one of kGHB , we conclude that the same holds
for the output (2c), and thus for I in (6). This leads us to
consider a candidate for T as

T (kGHB , zB , C) := <(C) |kGHB |2 + %GH (C)kGHB + A (C) zB + B(C) (9)

with time signals <, A, B ∈ R? and %GH ∈ R?×2 to be
chosen so that C ↦→ T (kGHB (C), zB (C), C) evolves according to
(6). Computing d

dCT (k
GH
B (C), zB (C), C), replacing in (6), and

identifying the terms in |kGHB |2, kGHB , zB , we readily obtain

d<
dC

= Λ< − 'A

f!B!A
A (10a)

d%GH

dC
= Λ%GH + l4%GHJ − Γ(yGHB )>

−2<(DGHB − 'ByGHB )> −
1
f!B

A (DGHB )>(10b)

dA
dC
= ΛA + '+

f!B
A + Γ (10c)

dB
dC
= ΛB + f!B

2
|yGHB |2Γ

−%GH (DGHB − 'ByGHB ) +
'−
2
|yGHB |2A .(10d)

The time dependence of T thus takes the form of filters of the
known signals DGHB , yGHB and l4, which can be implemented
in real time from any initial conditions and for any choice
of (Λ, Γ).

Note though that the filters are unstable if Λ+ '+
f!B
I? is not

Hurwitz, namely if the chosen eigenvalues in Λ are too small.
This is not a problem in theory, because any solution to the
filters (even unbounded) ensures that T (C, G 5 (C)) converges
exponentially to zero and an estimate can be obtained by
solving (8) if T is injective with respect to G 5 . However,
handling unbounded signals in practice is undesirable. Ways
around this problem include picking the eigenvalues of Λ
sufficiently negative, or observing that < and A actually have
time-invariant dynamics and can thus be chosen constant at
their steady-state values. However, restricting the choice of
Λ to a constant Hurwitz matrix with sufficiently negative
eigenvalues may result in a limitation of performance, in
particular in terms of robustness to noise. An alternative
trick is to notice that the undesirable unstable term actually
comes from '+

f!B
A zB , which equals '+

f!B
A 〈yGHB , kGHB − f!B

2 y
GH
B 〉

according to (2c). This alternative representation instead
leads to the filter dynamics

d<
dC

= Λ< − 'A

f!B!A
A (11a)

d%GH

dC
= Λ%GH + l4%GHJ − Γ(yGHB )>

−2<(DGHB − 'ByGHB )> −
1
f!B

A (DGHB − '+yGHB )> (11b)

dA
dC
= ΛA + Γ (11c)

dB
dC
= ΛB + f!B

2
|yGHB |2Γ

−%GH (DGHB − 'ByGHB ) − 'A
!B

!A
|yGHB |2A (11d)

which are this time stable for any choice of Λ Hurwitz. Note
that A and < can also be chosen constant at their steady state

A = −Λ−1Γ , < = − 'A

f!B!A
Λ−2Γ. (12)

B. Inversion of T
When solving (8) for the map T defined in (9) with ? ≥ 4,

it is tempting to consider |kGHB |2 as an independent variable
q and solve the linear system

(
<(C) %GH (C) A (C)

) ©«
q̂(C)
k̂
GH
B (C)
ẑB (C)

ª®®¬ = −B(C). (13)

However, the full rank of this matrix is in general not
guaranteed by the observability of (2) since it does not use
the fact that q = |kGHB |2. The following theorem shows it can
be done nonetheless.

Theorem 1: Consider a compact set * ⊂ R2 ×R2 ×R and
a positive scalar ℓ� > 0. Then, for any input (yGHB , DGHB , l4)
with values in * making the flux subsystem (2) uniformly
strongly differentially observable of order ? ≥ 4 with
parameter ℓ� > 0, and for any controllable pair (Λ0, Γ) with
Λ0 ∈ R?×? Hurwitz and Γ ∈ R? , there exists :∗ > 0 and
@∗ > 0 such that for all : > :∗, there exists C: > 0 such that
for any solution to (11),(

<(C) %GH (C) A (C)
)> (

<(C) %GH (C) A (C)
)
≥ @∗

: ?
I4

∀C > C: , (14)

with <, %GH , A obtained from (10) for Λ = :Λ0.
It follows from Theorem 1 that for all C > C: , (13) admits

a unique solution and thanks to the uniformity given by (14),

lim
C→∞
|k̂GHB (C) − kGHB (C) | + | ẑB (C) − zB (C) | = 0 . (15)

The lower-bound @∗ is directly related to the observability
parameter ℓ� , while the time C: is mostly related to the decay
rate given by Λ and tends to 0 when : is pushed to infinity.
Notice though that the conditioning of the inversion in (13)
degrades as : goes to infinity, so that pushing the eigenvalues
of Λ too far is generally not a good idea. Therefore, this
high gain result provides existence of the KKL observer
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but the choice of the pair (Λ, Γ) needs to be optimized and
adapted to the system dynamics to increase performance and
robustness as will be seen in Section VI. In particular, it
can be checked that the matrix

(
< %GH A

)
is invertible at

steady state for any choice of Λ Hurwitz under the conditions
of Lemma 2.

Proof: The proof relies on observing that subsystem (2)
can be immersed into the time-varying state-affine system

dkGHB
dC

= D
GH
B − 'ByGHB − l4JkGHB

dq
dC
= 2〈kGHB , DGHB − 'ByGHB 〉

f!B
d zB
dC

=
'A

!A
q − '+ zB + 〈kGHB , DGHB 〉 − f!B

2 '− |yGHB |2

0 = zB − 〈yGHB , kGHB − f!B
2 y

GH
B 〉

obtained by considering q := |kGHB |2 and kGHB as independent
variables. It turns out that reproducing the reasoning of
Section III-A on this new extended system gives the exact
same condition for uniform strong differential observability.
In other words, (2) is uniformly strongly differentially ob-
servable of order ? ≥ 4, if and only if the system with
extended state (kGHB , q, zB) is. Applying [9, Theorem 2] to
the extended system gives the result for S = R2 × R × R
exploiting the linearity of the maps.
Remark 1: The proof relies on immersing the subsystem

(2) into a linear system by considering |kGHB |2 as an indepen-
dent state. From that point other linear observers could have
been used. For instance, we consider a Kalman filter in [8].

V. The velocity observer

We now assume that we know an estimate k̂GHB of kGHB
besides yGHB , D

GH
B , l4, and we consider the velocity subsystem

(3), which is state-affine with injection of (DGHB , yGHB , kGHB ).
Due to linearity and under an assumption of uniform dif-
ferential observability [12], a first possibility is to design a
Kalman observer. This route is followed in [8].

Here instead, we follow the spirit of this paper by de-
signing a Luenberger observer. Because system (3) can be
seen as a time-varying linear system with known input
〈kGHB − f!ByGHB ,JDGHB 〉 and output g, we look for a time-
varying linear map

TE (C, lA , g, );) = 0(C)lA + 1(C)g + 2(C)); (16)

transforming (3) into the contracting dynamics

dI
dC
= �I + �g + �D 〈kGHB − f!ByGHB ,JDGHB 〉 (17)

where g = 〈yGHB ,JkGHB 〉 is known, � ∈ R?E×?E Hurwitz and
� ∈ R?E are design parameters such that the pair (�, �)
is controllable, �D ∈ R?E is an appropriate matrix and the
dynamics of 0, 1, 2 ∈ R?E are to be defined.

Differentiating TE in time and replacing in (17) yields
d0
dC
= �0 + 1

f!B
〈kGHB − f!ByGHB , kGHB 〉1 (18a)

d1
dC
= �1 + 'C

f!B
1 + � − =

2

�
0 (18b)

d2
dC
= �2 + =

�
0 (18c)

and �D = − 1
f!B

1, namely

dI
dC
= �I + �〈yGHB ,JkGHB 〉 −

1
f!B

1〈kGHB − f!ByGHB ,JDGHB 〉.
(18d)

A drawback of those filters is that the destabilizing term
'C

f!B
1 requires the eigenvalues of � to be larger than 'C

f!B
and that the dynamics of 0 and 1 are interconnected leading
to an additional constraint on � whose eigenvalues need to be
sufficiently large. As above, thoses issues are not problematic
theoretically, but reduce the scope of possible choices of � if
stable filters are desired. This in turn may limit the possible
performance, in particular in terms of robustness to noise. As
above, a trick to avoid those problems is to notice that those
undesirable terms are created proportionally to the output
g, known according to (3d). It thus leads to an alternative
definition of cascaded filters (1 → 0 → 2, I)

d0
dC
= �0 + 1

f!B
〈kGHB − f!ByGHB , kGHB 〉1 (19a)

d1
dC
= �1 + � (19b)

d2
dC
= �2 + =

�
0 (19c)

dI
dC
= �I − 1

f!B
〈kGHB − f!ByGHB ,JDGHB 〉1 (19d)

+ 〈yGHB ,JkGHB 〉
(
� − 'C

f!B
1 + =

2

�
0

)
(19e)

which are thus stable if � is Hurwitz. An additional advan-
tage is that 1 can be chosen constant equal to �−1�.

Finally, estimates are obtained by solving online the linear
equation (

0(C) 1(C) 2(C)
) ©«
l̂A
ĝ

)̂;

ª®¬ = I(C). (20)

Similarly to Theorem 1, the differential observability of order
?E ≥ 3 given by Lemma 3 allows to obtain from [9, Theorem
2] the uniform full rank of the matrix (0(C) 1(C) 2(C))
after a certain time, for some controllable pairs (�, �)
of dimension ?E , and thus asymptotic convergence of the
estimates (l̂A , ĝ, )̂;) when kGHB is exactly known.
When replacing k

GH
B by its asymptotic estimate k̂GHB in

(19), we obtain estimates 0̂, 1̂, 2̂, Î converging asymptotically
to (0, 1, 2, I) thanks to the stability of the filters. Besides,
the input-to-state stability (ISS) of stable filters ensures that
persistent errors in k̂

GH
B – for instance due to noise – or

modelling errors – for instance due to varying torque –
lead to stable practical estimates 0̂, 1̂, 2̂, Î, and thus degraded
estimates in (20). Note that large disturbances leading to large
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errors in (20) do not have any impact on the stability of
the filters and the future estimates since (20) is decoupled
from (19). Besides, the gain between those disturbances and
(l̂A , )̂;) can be minimized at the first order by optimizing
the associated transfer function via a proper choice of the
pair (�, �) as suggested in the next section.

VI. Steady state analysis and optimization of
observer eigenvalues

All in all, our observer for system (1) consists in
• implementing (11) from any initial condition and solv-
ing at each time (13);

• implementing (19) from any initial condition, with kGHB
replaced by k̂GHB and solving at each time (20).

for some controllable pairs (Λ, Γ) and (�, �) to be chosen.
From a theoretical point of view, any such pair providing
uniqueness of solutions in (13),(20) is eligible. However, in
practice, other performance, such as the robustness to noise,
are of crucial importance and a good choice of the observer
parameters is naturally decisive.

The approach we propose to optimize this choice is to
study the transfer functions characterizing the local behavior
of the observers around their equilibrium in steady state when
y
3@
B , D3@B and lB are constant. We therefore consider the
dynamics of the filters in the 3@ frame.
Because we are essentially interested by the estimation of

lA and ); which uses the estimate k̂GHB as input, we optimize
the transfer from (DGHB , yGHB ) to k̂GHB in the flux observer, and
the transfer from (DGHB , yGHB , k̂GHB ) to lA and ); in the velocity
observer. Only the optimization of (Λ, Γ) is reported here
due to space constraints.

Denoting ?3 ∈ R< and ?@ ∈ R< such that %3@ =(
?3 ?@

)
, (11b) can be rewritten as

¤?3 = Λ?3 + lB?@ + UΛD3B + VΛy3B (21a)
¤?@ = Λ?@ − lB?3 + UΛD@B + VΛy@B (21b)
¤B = ΛB − (D3B − 'By3B )?3 − (D

@
B − 'By@B )?@ + WΛ |y3@B |2

(21c)

with inputs (D3B , D
@
B , y

3
B , y

@
B ), where UΛ, VΛ and WΛ are vectors

in R< defined by

UΛ = −2< − 1
f!B

A , VΛ = 2'B< +
'+
f!B

A − Γ

WΛ =
f!B

2
Γ − 'A

!B

!A
A

with < and A taken at their steady state values (12).
When lB , y3@B , D3@B are constant equal to l̄B , D̄3@B , ȳ

3@
B in

the 3@ frame, the observer steady state is characterized by

©«
?̄3

?̄@

B̄

ª®¬ = −Λ̄−1 ©«
UΛD̄

3
B + VΛȳ3B

UΛD̄
@
B + VΛȳ@B
WΛ |ȳB |2

ª®¬
where

Λ̄ =
©«

Λ l̄BI? 0
−l̄BI? Λ 0

−(D̄3B − 'B ȳ3B )I? −(D̄@B − 'B ȳ@B )I? Λ

ª®¬

and following Remark 1, the flux estimate given by

k̄
3@
B = −

[
"Λ%̄

3@
]−1

"Λ B̄

when ? = 4.
Assume the inputs are noisy, namely we feed the observer

with D3@B + aD , y3@B + a8 . This noise propagates to noises a?
and aB on % and B through (21) and then to the estimate k̂3@B .
At the first order, around the equilibrium, (21) writes

3

3C

©«
Δ?3

Δ?@

ΔB

ª®¬ = Λ̄ ©«
Δ?3

Δ?@

ΔB

ª®¬ + !̄
©«
ΔD3B
ΔD

@
B

Δy3B
Δy
@
B

ª®®®¬ , Δk̂
3@
B = Σ̄

©«
Δ?3

Δ?@

ΔB

ª®¬
where

!̄ =
©«
UΛ 0 VΛ 0
0 UΛ 0 VΛ
−?̄3 −?̄@ 'B ?̄

3 + 2WΛȳ3B 'B ?̄
@ + 2WΛȳ@B

ª®¬
Σ̄ = −

[
"Λ%̄

3@
]−1 (

k̄3B "Λ k̄
@
B"Λ "Λ

)
where we have used the fact that at the first order [" +
Δ"]−1 = "−1 − "−1 [Δ"]"−1 and so

Δk̂
3@
B =

[
"Λ%̄

3@
]−1 [

"ΛΔ%
3@

] [
"Λ%̄

3@
]−1

"Λ B̄

−
[
"Λ%̄

3@
]−1

"ΛΔB

= −
[
"Λ%̄

3@
]−1 [

"ΛΔ%
3@

]
k̄
3@
B −

[
"Λ%̄

3@
]−1

"ΛΔB

We then study the impact of the choice of (Λ, Γ) on the !2
norm of the transfer function

� (f) = Σ̄[fI2?+1 − Λ̄]−1 !̄ . (22)

For that, we consider the pair (Λ, Γ) in controllability form

Λ =

©«

0 0 · · · · · · −h0

1 0
. . .

...

0
. . .

. . .
. . .

...
...

. . .
. . .

. . . −h?−1

0 · · · 0 1 −h?

ª®®®®®®®®¬
, Γ =

©«

1
0
...
...

0

ª®®®®®®®¬
(23)

where (h8) are the coefficients of the desired characteristic
polynomial. We pick ? = 4, assuming the criterion of Lemma
2 holds.

We propose to fix1 the structure of this polynomial to be
that of a Bessel filter with a cut-off frequency l2 to optimize.
This allows to parametrize the pair by a single parameter
and launch the criterion on a grid of l2 . Figures 1 and 2
show the conditioning of the inversion at steady state and
the !2 norm of the transfer function for a certain range of
l2 around l̄B . It shows that indeed, the choice of l2 has
a dramatic impact on the performance of the observer. With
the intuition that l2 must imperatively be adapted to the
system’s time scale given by lB , we then plot on Figure 3

1One may enlarge the class of considered Λ by optimizing (h8) using
a four-dimensional grid of real or complex conjugate eigenvalues. But this
road did not provide a significant increase of performance in this particular
example.
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Fig. 1. Condition number of "Λ %̄
3@ as a function of the Bessel cut-off

frequency at nominal parameters (log-scale)

the value of the optimal l2 as a function of l̄B: we find a
linear dependance with slope 0.56, which suggests that l2
should be dynamically adapted to lB . This is confirmed on
simulations in Section VII. Actually, based on a dimensional
analysis, we note that the system and observer dynamics are
invariant under the following transformations parameterized
by the scalar multipliers (C=, ℓ=, <=, y=, W=)

(D, y, k, C, l, ', !, %)

→
(
C3=y=

<=ℓ
2
=

D,
1
y=
y,
C2=y=

<=ℓ
2
=

k,
1
C=
C, C= l,

C3=y
2
=

<=ℓ
2
=

',
C2=y

2
=

<=ℓ
2
=

!

)
(%, B,Λ, Γ) →

(
C3=y=W=

<=ℓ
2
=

%,
C7=y

2
=W=

<2
=ℓ

4
=

B, C= Λ, W= Γ

)
Hence, when the resistances are small enough to have a
negligible effect, provided the cost on the function l ↦→
� ( 9l) does not introduce l dependent weights (verified by
any ! ?-norm), we can optimize the transfer function for the
particular case l̄B = 1. Then the optimum for other values
of l̄B is obtained by multiplying Λ by l̄B .
From this analysis, it is actually tempting to adapt the

choice of Λ dynamically in function of lB , namely take

Λ(C) = lB (C)Λ0 (24)

with Λ0 optimized for l̄B = 1. This is rendered possible by
the fact that T defined in (9) still transforms the dynamics
into (6) and thus (7) when Λ is time-varying. In other
words, as long as lB ensures (7) is exponentially stable,
T (kGHB (C), zB (C), C) converges to zero for any solution to (11).
Estimates are then recovered by solving (13) online if the
injectivity provided by Theorem 1 is preserved. Simulations
in Section VII show the great interest of using (24) in
presence of noise.

VII. Simulation
We apply the observer to the 4 kW motor in [13]. For that,

we implement in the UV frame the flux observer made of
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Fig. 2. !2 norm of the transfer function (22) between (y3@B , D
3@
B ) and

k̂
3@
B at nominal parameters (log-scale)
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Fig. 3. Bessel cut-off frequency minimizing the !2 norm of the transfer
function between (y3@B , D

3@
B ) and k̂

3@
B as a function of l̄B

(11),(13) and the velocity observer made of (19),(20) with
k
UV
B replaced by its estimate k̂UVB in (19) and for ? = 4

and ?E = 3. The matrix Λ is chosen time-varying of the
form (24), with (Λ0, Γ) in controllability form (23) with (h8)
given obtained from a Bessel filter with l2,0 = 0.65 rad s−1.
The pair (�, �) was taken in controllability form (23) with
eigenvalues (−20,−60,−300). The filters are all initialized at
0 and the resolution of (13),(20) launched only after a delay
equal to 10 times the slowest real part of the eigenvalues
in Λ and �. Indeed, this allows the filters to "forget" their
initial conditions and avoid any bad conditioning at the
initialization. The scenario of test along with the results
are displayed in Fig. 5. In this scenario, the voltage input
is assumed known (imposed by control), while the currents
are measured with a band-limited white noise generated by
Simulink with parameters Noise Power=1 × 10−5 A2 rad−1 s
and Sample time=1 × 10−3 s. The dynamic optimization of
the choice of Λ presented in Section VI allows to successfully
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Fig. 4. Results in simulation of the flux observer (11),(13) for a constant
Λ. Horizontal axis shows time and all signals are in SI units.

filter out the noise introduced by yGHB in k̂GHB , while it is not
optimized for ẑB . For the sake of comparison, we show in
Figure 4 the results for Λ constantly equal to 3

4 l̄BΛ0: the
noise gets more amplified as lB becomes smaller.

VIII. Conclusion
We propose a novel cascaded model of the induction mo-

tor, that is well-suited for observer design without time-scale
separation. The KKL methodology appears well adapted for
velocity and torque estimation and this application exhibits
the dramatic importance of optimizing the KKL parameters
for performance and robustness. This is done here around
equilibrium points via linear-based arguments but a general
theory of this tuning still needs to be developed.
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