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Abstract— Dynamic extension is useful in the design of
observers for non linear systems. The idea is to immerse the
given system dynamic into a bigger one having a structure more
appropriate for building an observer. The main drawback of
such a procedure is the need for inverting on-line an injective
immersion. In this work we suggest a solution to overcome
this difficulty based on an extension of the initial state space.
One of the two crucial steps of our approach is the problem
of continuous completion of a full column-rank matrix into an
invertible one.

I. INTRODUCTION

A. Context and motivation

For linear systems it is well established that dynamic
extension is useless to solve most problems of observation
theory. This is not at all the case for nonlinear systems since
such an extension allows to immerse the system dynamic into
one which can possibly be written in a form more appropriate
for observer design. For example, in [10], Lévine and Marino
call for dynamic extension to enlarge the class of systems
which can be expressed as linear systems up to addition
of output nonlinear functions (See [11] for an extension of
this result). It is used also, for instance in [6], [12], for
uniformly observable systems when the order of differential
observability is larger than the system state dimension to
obtain an observer form to which the paradigm of high gain
observers applies. In [5], Besançon and Ticlea take advantage
of the degrees of freedom given by dynamic extension to
obtain a form, called state affine up to triangular nonlinearity,
to which Kalman-like observers can be applied. In [2], the
authors show that, by going to dimension 2(n + 1) when
the system state dimension is n, it is possible to obtain an
observer with linear dynamic. All this is just a short list
of the many contributions demonstrating the usefulness of
dynamic extension.

In all these works dynamic extension is via an injective
immersion τ∗ from an n-dimensional manifoldM, in which
the given system state evolves, into an m-dimensional (m >
n) manifold Me. As a consequence the state-observer is
living in Me and the estimated system state is obtained
via a left inverse τ of τ∗. Usually it is impossible to get
an expression for this left inverse. This makes the observer
implementation quite intricate.

Here we study the possibility of having the manifold Me

as the Cartesian product of M with an (m-n)-dimensional
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manifold. The motivation is that, in this case, the left inverse
can be simply the Cartesian projection.

B. Problem statement

1) Starting point: For this introductory presentation of our
research, we work within the simplest context. We consider
the given system with dynamics :

ẋ = f(x) , y = h(x) , (1)

with x in Rn and y in R. We assume :

A.II=Injective immersion : For this system, we are given a
C1 function τ∗ : Rn → Rm whose restriction to the closure
cl(S) of an open subset S of Rn is an injective immersion.

Actually this injective immersion should be such that the
image Lfτ

∗ of the vector field f , is in a form such that
an observer can be designed. We write the corresponding
observer as :

˙̂
ξ = ϕ(ξ̂, x̂, y) , x̂ = τ(ξ̂) , (2)

where the functions ϕ and τ are continuous, the latter being
nothing but a left inverse of τ∗, i.e., we have :

τ(τ∗(x)) = x ∀x ∈ S .

We assume this observer is designed in such a way that we
have :

A.C=Convergence : We know continuous functions ϕ and τ
such that, any solution (X(x, t), Ξ̂((ξ̂, x), t)) of the cascade
system :

ẋ = f(x) ,
˙̂
ξ = ϕ(ξ̂, τ(ξ̂), h(x))

with the initial condition (x, ξ̂) in S ×Rm, which is defined
on [0,+∞) with values in S × Rm satisfies :

lim
t→+∞

∣∣∣τ∗(X(x, t))− Ξ̂((ξ̂, x), t)
∣∣∣ = 0 .

2) Example: To illustrate our “starting point” and the re-
sults to come, we consider the celebrated harmonic oscillator
with unknown frequency. Our interest is not in comparing
with the other very many solutions but in having the possi-
bility of doing elementary computations. This system is :

ẋ1 = x2 , ẋ2 = −x1 x3 , ẋ3 = 0 , y = x1 .

There is no indistinguishability problems if we restrict our
attention to the invariant set :

S =

{
x ∈ R3 : x21 + x22 ∈ (

1

r
, r) , x3 ∈ (

1

r
, r)

}
,
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where r is some arbitrary strictly positive real number. We
define the following1 function with values in R4 :

τ∗(x) = (x1 , x2 , −x1x3 , −x2x3)

Its restriction to S is injective. This is trivial for x1 and x2
and follows for x3 from that the equation :

x1 [x3a − x3b] = x2[x3a − x3b] = 0

implies :
[x21 + x22][x3a − x3b] = 0

and further that x3a = x3b if x21 + x22 is not zero. Also its
Jacobian is :

∂τ∗

∂x
(x) =


1 0 0
0 1 0
−x3 0 −x1

0 −x3 −x2

 .

It has rank 3 on S. Hence τ∗ is an injective immersion on
S. Its interest is in the fact that it satisfies

˙︷ ︷
τ∗(x) =


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 τ∗(x) +


0
0
0

x1x
2
3

 ∀x ∈ S .

It is in the very basic form to which high gain observers
apply. This leads to the observer :

˙̂
ξ =


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 ξ̂ +


0
0
0

sat(x̂1x̂
2
3)

+


`k1
`2k2
`3k3
`4k4

[y− ξ̂1] ,

x̂ = Argmin
x∈S

∣∣∣∣∣∣∣∣ξ̂ −


x1
x2
−x1x3
−x2x3


∣∣∣∣∣∣∣∣
2

, (3)

where sat is a saturation function whose values are in
[−r3, r3], ` is to be chosen large enough and the ki so that
the following polynomial is Hurwitz :

λ4 + k1λ
3 + k2λ

2 + k3λ+ k4 .

3) Problem statement: The minimization involved in (3)
and, in the general case, finding an expression of the left
inverse of τ∗ may be very difficult. This motivates us for
looking for another implementation of the observer (2). For
this we augment the given x coordinates with extra ones
w in Rm−n. Then our problem is to find an “extension” of
the injective immersion τ∗ : S → Rm into a diffeomorphism
τ∗e : S×Rm−n → Rm allowing us to pull back the observer
dynamics, as given above in the ξ̂ coordinates, into one in
the (x,w) coordinates.

1Another such function is

τ∗(x) =

(
λ1x1 + x2

λ21 + x3
,
λ2x1 + x2

λ22 + x3
,
λ3x1 + x2

λ23 + x3
,
λ4x1 + x2

λ24 + x3

)T

where the λi are distinct complex numbers with strictly negative real part.

II. SUFFICIENT PROPERTIES AND PROBLEM REDUCTION

A. Sufficient properties on the extension τ∗e
Proposition 1: Assume A.C hold. Let Sw be an open

subset of Rm−n and τ∗e : S × Sw → Rm be a C1 function
such that the following properties hold :

P1 τ∗e is full rank on S × Sw;
P2 There exists a class K function α : R≥0 → R≥0 such

that, for all xa in S, xb in S and w in Sw we have

|w| + |xa − xb| ≤ α (|τ∗e (xa, w)− τ∗(xb)|) .

Then the observer given by
˙︷ ︷[
x̂
ŵ

]
=

(
∂τ∗e

∂(x̂, ŵ)
(x̂, ŵ)

)−1
ϕ(τ∗e (x̂, ŵ), x̂, y) (4)

is such that, for any initial condition (x, x̂, ŵ) such
that the corresponding solutions (X(x, t), X̂(x, x̂, ŵ, t),
Ŵ (x, x̂, ŵ, t)) are defined on [0,+∞) and with values in
S × S × Sw, we have :

lim
t→+∞

∣∣∣Ŵ (x, x̂, ŵ, t)
∣∣∣+ ∣∣∣X(x, t)− X̂(x, x̂, ŵ, t)

∣∣∣ = 0 . (5)

The key point in the observer (4) is that, instead of left-
inverting the function τ∗ via τ as in (2), we invert only a ma-
trix. On the other hand, even if we know that X(x, t) remains
in S, there is no guarantee that X̂(x, x̂, ŵ, t), Ŵ (x, x̂, ŵ, t)
remains in S ×Sw where this matrix is invertible. To round
this difficulty we are currently exploring two routes. One
consists in modifying/extending the expression of τ∗e in
Rm \ (S × Sw) (see [3]). The other consists in introducing
a mechanism preventing the observer state to leave S ×Sw.
Very preliminary results for the latter can be found in [4] for
instance.

Proof: First, because of P1, the observer given by (4)
is well defined on S × S × Sw. Second, along the solutions
in S × S × Sw, we have :

˙︷ ︷
τ∗e (x̂, ŵ)

=

(
∂τ∗e

∂(x̂, ŵ)
(x̂, ŵ)

)(
∂τ∗e

∂(x̂, ŵ)
(x̂, ŵ)

)−1
ϕ(τ∗e (x̂, ŵ), x̂, y)

= ϕ(τ∗e (x̂, ŵ), x̂, y) .

Hence, for any solution t 7→ (X̂(x, x̂, ŵ, t), Ŵ (x, x̂, ŵ, t))

of (4), t 7→ τ∗e

(
X̂(x̂, ŵ, t), Ŵ (x̂, ŵ, t)

)
is a solution of (2),

for all time interval in which the former is in S × Sw.
Finally, consider a solution

(X(x, t), X̂(x, x̂, ŵ, t), Ŵ (x, x̂, ŵ, t))

defined on [0,+∞) and with values in S × S × Sw. With
the assumption A.C, it satisfies :

lim
t→+∞

∣∣∣τ∗(X(x, t))− τ∗e
(
X̂(x̂, ŵ, t), Ŵ (x̂, ŵ, t)

)∣∣∣ = 0 .

With P2 this gives (5).

For our illustration, consider the function τ∗e : R4 → R4 :

τ∗e (x,w) = (x1 , x2 , −x1x3 + x2w , −x2x3 − x1w)
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It is C1 and its Jacobian is :

∂τ∗e
∂x

(x,w) =


1 0 0 0
0 1 0 0
−x3 w −x1 x2
−w −x3 −x2 −x1

 .

This establishes that this function is full rank on S ×R. So
P1 holds. Also the inverse function is :

τe(ξ) =

(
ξ1 , ξ2 , −

ξ1ξ3 + ξ2ξ4
ξ21 + ξ22

,
ξ2ξ3 − ξ1ξ4
ξ21 + ξ22

)
It is C1 on R4 \

(
{(0, 0)} × R2

)
and therefore Lipschitz on

the compact image by τ∗ of :{
(x,w) ∈ R4 : x21 + x22 ∈ [

1

r
, r] , x3 ∈ [

1

r
, r] , w ∈ [−r, r]

}
.

Since we have also :

τ∗e (x, 0) = τ∗(x) ,

P2 holds. From the above Proposition we get the observer
˙̂x1
˙̂x2
˙̂x3
˙̂w

 =


1 0 0 0
0 1 0 0
−x̂3 ŵ −x̂1 x̂2
−ŵ −x̂3−x̂2−x̂1


−1

×

×




x̂2
−x̂1x̂3 + x̂2ŵ
−x̂2x̂3 − x̂1ŵ
sat(x̂1x̂

2
3)

+


`k1
`2k2
`3k3
`4k4

 [y − x̂1]

 .

With Proposition 1 we are left with building the function
τ∗e from the function τ∗. Fortunately, when S is bounded,
we can simplify further the problem.

Proposition 2: Assume A.II hold and S is bounded. If
there exists a continuous function ψ : cl(S) → Rm∗(m−n)
whose values are m ∗ (m− n) matrices satisfying :

det

(
∂τ∗

∂x
(x) ψ(x)

)
6= 0 ∀x ∈ cl(S)

then there exists a strictly positive real number ε� such that,
with Sw defined2 as :

Sw = B1(0) ,

for any ε in (0, ε�], a function τ∗e satisfying conditions P1
and P2 of Proposition 1 is :

τ∗e (x,w) = τ∗(x) + εψ(x)w . (6)

With this proposition, our problem reduces to the one
of completing the full column-rank matrix ∂τ∗

∂x (x) into an
invertible matrix via ψ(x) where ψ is a continuous function.

Proof:
To check if property P1 holds, we compute the Jacobian

of τ∗e in (6) :

∂τ∗e
∂(x,w)

=

(
∂τ∗

∂x
(x) + ε

∂

∂x
[ψ(x)w] εψ(x)

)
2For ε in R>0 and z0 in Rp, Bε(z0) denotes the open ball centered at

z0 and with radius ε.

Its determinant is in the form

det

(
∂τ∗e

∂(x,w)

)
= εm−n×

×
[
det

(
∂τ∗

∂x (x) ψ(x)
)

+ ε P (ε, x, w)
]

where P (ε, x, w) is a polynomial of degree n−1 in ε whose
coefficients are continuous functions of x and w. Since cl(S)
is compact as a bounded and closed set, there exists a strictly
positive real number p satisfying :

|P (ε, x, w)| ≤ p ∀(ε, x, w) ∈ [0, 1]× cl(S)× B1(0) .

Also, by assumption, there exists a strictly positive real
number d such that we have :∣∣∣det(∂τ∗

∂x (x) ψ(x)
)∣∣∣ ≥ d , ∀x ∈ cl(S) .

This yields :∣∣∣∣det( ∂τ∗e
∂(x,w)

)∣∣∣∣ ≥ εm−n [d− εp] .

Hence property P1 holds when :

Sw = B1(0) , ε� ≤ ε1 =
d

p
.

It remains to check that P2 holds. The function τ∗e being
full rank in cl(S) × {0}, the Implicit function Theorem
implies that, for all x in S there exist δ(x) > 0 such that,
with ε ≤ δ(x), the function τ∗e is injective in the subset
Bδ(x)(x)×B1(0) of Rm. Then, since {B δ(x)

3
(x), x ∈ cl(S)}

is a covering by open subsets of the compact set cl(S), there
exists a finite set of points {(x`)} in cl(S) satisfying :

cl(S) ⊂
⋃
`

B δ(x`)
3

(x`) .

Let δmin be the positive real number defined as

δmin = min
`
δ(x`) .

The function τ∗ being injective and the set cl(S) being
compact, according to [1, Proposition 3] or [9, Claim 3]
(see Appendix A for a self-contained proof), there exists a
positive real number L such that we have :

|xa − xb| ≤ L |τ∗(xa)− τ∗(xb)| . (7)

Let us show that P2 holds when we select ε� as :

ε� = min

{
ε1,

δmin

3Lmaxx∈cl(S) |ψ(x)|

}
.

For this we consider (xa, xb) in cl(S)2 and w in cl(B1(0))
satisfying :

τ∗e (xa, w) = τ∗e (xb, 0) = τ∗(xb) . (8)

With the definition of τ∗e , this implies, for any ε in (0, ε�],

|τ∗(xa)− τ∗(xb)| = ε |ψ(xa)w|
≤ ε� max

x∈cl(S)
|ψ(x)| ≤ δmin

3L
.

With (7), this yields :
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|xa − xb| ≤
δmin

3
.

But, there exists ` such that xa is in B δ(x`)
3

(x`). So the
last inequality implies that xb is also in Bδ(x`)(x`). Hence
(xa, w) and (xb, 0) are in Bδ(x`)(x`) × B1(0) on which τ∗e
is injective. It follows that (8) implies :

xa = xb , w = 0 .

With Lemma 1 in Appendix A, we can conclude that there
exists a real number Le such that, for all ε in (0, ε�], (xa, xb)
in cl(S)2 and w in B1(0), we have :

|w| + |xa − xb| ≤ Le |τ∗e (xa, w)− τ∗(xb)| .
This is P2.

III. CONTINUOUS COMPLETION OF A FULL
COLUMN-RANK MATRIX INTO AN INVERTIBLE MATRIX

As far as we know the first significant contribution to
the problem of continuous completion of a full column-rank
matrix into an invertible matrix has been done by Wazewski
in [13]. His work has been completed later by Eckmann in
[7, p 121-134]. (See also [8]). Here we summarize Eckmann
results.

A. Universal formula

We start by looking for a universal formula which would
not depend on the specific data. In this case the problem is
as follows.

Let G be the subset of Rmn of “good” m∗n real variables
ϕij in the sense that the matrix

ϕ =

 ϕ11 . . . ϕ1n

...
...

...
ϕm1 . . . ϕmn


has rank n. We look for m ∗ (m− n) continuous functions
ψkl : G → R such that the following matrix is invertible for
all (ϕ11, . . . , ϕmn) in G :

M(ϕ11, . . . , ϕmn) =
(
ϕ ψ(ϕ11, . . . , ϕmn)

)
where :

ψ =

 ψ11 . . . ψ1(m−n)
...

...
ψm1 . . . ψm(m−n)

 .

Wazewski has noticed in [13] that this problem is equivalent
to look for a full column rank m∗(m−n) matrix ψ solution
of :

ϕTψ = 0 .

Indeed when this equations holds, the result follows from the
identity :(

ϕT

ψT

)(
ϕ ψ

)
=

(
ϕTϕ 0

0 ψTψ

)
.

Conversely, if
(
ϕ ψ

)
is non singular, the same holds for(

ϕ [I − ϕ(ϕTϕ)−1ϕT ]ψ
)

and we have the identity :

ϕT
(

[I − ϕ(ϕTϕ)−1ϕT ]ψ
)

= 0 .

Unfortunately this problem has a solution only for the pairs
(n,m) shown in the following table :

m = even ≥ 2 7 8

n = 1 m− 1 2 3

• for the case n = 1 and m even, a solution is obtained
by signed permutations. For instance when :

ϕ =


ϕ11

ϕ21

ϕ31

ϕ41


a universal formula is :

ψ =


−ϕ21 −ϕ31 −ϕ41

ϕ11 −ϕ41 −ϕ31

−ϕ41 ϕ11 ϕ21

ϕ31 ϕ21 ϕ11

 .

For our illustration, we observe that, because of the
triangular structure, it is sufficient to complete the vector

(ϕ33 , ϕ43) = (−x1 , −x2) .

So, the above universal formula gives :

(ψ31 , ψ41) = (x2 , −x1)

which we extend with :

ψ11 = ψ21 = 0 .

• for the case n = m − 1, a solution is obtained by
picking ψi1 as (−1)m+i times the corresponding (n∗n)
minor of the matrix ϕ. For our illustration, this universal
formula gives :

(ψ11 , ψ21 , ψ31 , ψ41) = (x2x3 , −x1x3 , −x2 , −x1) .

B. Towards an “ad hoc” formula

To round the problem of non existence of a universal
formula in the general case, we can take advantage of the
fact that, in our context, the m ∗ n variables ϕij are not
independent but continuous functions of the n components
of x. So, our actual problem is :
Given m ∗ n functions ϕij which are continuous in the n-
dimensional variable x in cl(S), look for m ∗ (m − n)
functions ψkl which are continuous on cl(S) and such that
the following matrix is invertible for all x in cl(S) :

P (x) =
(
ϕ(x) ψ(x)

)
. (9)

We have :
Theorem 1 ([13, Théorèmes 1 et 3] and [7, page 127]):

On any subset of cl(S) which, equipped with the subspace
topology of Rn, is a contractible space, there exist
continuous functions ψkl making invertible the matrix P in
(9).

Unfortunately this result is mainly an existence result. We
have not been able yet to extract a “formula” from its proof.
Nevertheless it says when it is or it is not worth looking for
a solution.
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C. Another example
We consider the following non linear oscillator :

ẋ1 = x2 , ẋ2 = −x31x3 , ẋ3 = 0 , y = x1

For any x3, x1 = x2 = 0 is an equilibrium point and, at this
point, x3 cannot be estimated. This leads us to pick the set
S as :

S = R3 \ ({(0, 0)× R) .

It is forward invariant since x3 and :

I(x1, x2, x3) =
1

4
x41x3 +

1

2
x22

are constant along the solutions.
For the function τ∗, we propose the following, coming

from the high-gain observer methodology,

τ∗(x) =



x1

x2

−x31x3
−3x21x2x3

−6x1x
2
2x3 + 3x51x

2
3

−16x32x3 + 27x41x2x
2
3


It is injective on S. Indeed the first and second components
of τ∗(x) give x1 and x2 uniquely. Then, when x1 is not
zero, we get x3 uniquely from the third component of
τ∗(x). Finally, in S, when x1 is zero, x2 cannot be zero.
In this case, we get x3 uniquely from the sixth component
of τ∗(x). With the same reasoning, we can show that the
following Jacobian of τ∗ has rank 3 on S :

∂τ∗

∂x
(x) =

1 0 0

0 1 0

−3x21x3 0 −x31
−6x1x2x3 −3x21x3 −3x21x2

−6x22x3 + 15x41x
2
3 −12x1x2x3 −6x1x

2
2 + 10x51x3

108x31x2x
2
3 −48x2x3 + 27x41x

2
3−16x32 + 54x41x2x3


As for our illustration, we have a triangular structure
which allows us to complete only the vector(
−x31 , −3x21x2 , −6x1x

2
2 + 10x51x3 , −16x32 + 54x41x2x3

)
.

So we can proceed as if we were in the case n = 1, m = 4
for which we have a universal formula. In this way, we
obtain the following complement ψ of ∂τ∗

∂x :

ψ(x) =

0 0 0

0 0 0

3x21x2 6x1x
2
2 − 10x51x3 16x32 − 54x41x2x3

− x31 16x32 − 54x41x2x3 6x1x
2
2 − 10x51x3

16x32 − 54x41x2x3 −x31 −3x21x2

− 6x1x
2
2 + 10x51x3 −3x21x2 −x31



Finally, again because of the triangular structure, the
extension τ∗e given by (no ε)

τ∗e (x,w) = τ∗(x) + ψ(x)

w1

w2

w3


is a diffeomorphism on S × R3.

D. A recipe

As illustrated by our examples, to exhibit the extension ψ
of ϕ, it is useful to take advantage of the possibility that the
matrix ϕ has a fixed p ∗ p - minor which is non zero for all
x in cl(S). Indeed, in this case, by permutations of rows
and columns, we can assume without loss of generality that
the p ∗ p submatrix ϕul, in the upper left corner of ϕ, is non
singular for all x in cl(S). This leads us to decompose ϕ
as :

ϕ =

(
ϕul ϕur
ϕbl ϕbr

)
.

Then ϕ(x) having rank n for all x in cl(S), the (m− p) ∗
(n − p) matrix ϕbr − ϕblϕ−1ul ϕur has rank n − p. If it has
an (m− p) ∗ (m− n) complement ψb giving a non singular
(m−p)∗(m−p) matrix, then a complement for our original
matrix ϕ is simply :

ψ =

(
0
ψb

)
.

IV. CONCLUSIONS

In this note we have given a possible solution to over-
come the difficult immersion inversion typically involved in
observers based on dynamic extension. Our proposition is to
extend directly the given state space in order to render the
injective immersion part of a diffeomorphism. To follow this
approach, we have proposed a two step procedure. The first
one consist in the continuous completion of a full column-
rank matrix into an invertible one and the second one is the
modification of the observer algorithm in order to keep the
observer trajectory in a specific set. We have given results
concerning the first steps whereas we are still working on
the second one.
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APPENDIX

A. Technical lemma

Lemma 1: Let be given a C1 function ϕ : Rn×Rm−n →
Rm, which is full rank on some compact subset C ×
cl(B1(0)) of Rm and satisfies, when xa and xb are in C
and w is in cl(B1(0)),

ϕ(xa, w) = ϕ(xb, 0) ⇒ {xa = xb , w = 0} . (10)

There exists a real number L such that we have :

|w| + |xa − xa| ≤ L|ϕ(xa, w)− ϕ(xb, 0)| (11)

∀(xa, xb, w) ∈ C2 × cl(B1(0)) .

The proof of this Lemma is inspired from [1, Proposition
3] and [9, Claim 3].

Proof:
For the sake of establishing the claim by contradiction, we
assume there is no real number L satisfying (11). This
implies that, for any integer n, we can find xan and xbn
in C2 and wn in cl(B1(0)) satisfying :

n |ϕ(xan, wn)− ϕ(xbn, 0)| ≤ |wn| + |xan − xbn| . (12)

In this way we obtain three sequences in compact sets. So
there is an infinite subset of the set of integers such that the
corresponding sub-sequences converge to xa�, xb� and w�.
Since ϕ is continuous and satisfies (10), the boundedness of
the right hand side in (12) leads to :

xa� = xb� = x� , w� = 0 .

Since ϕ is C1 and C×cl(B1(0)) is compact, there exists
a strictly positive real number J that we have :∣∣∣∣ ∂ϕ∂x,w

(x,w)−1
∣∣∣∣ ≤ J ∀(x,w) ∈ C × cl(B1(0)) .

Then we introduce the function ∆ : C2 × cl(B1(0))→ Rm
as :
∆(xa, xb, w)

= ϕ(xa, w)− ϕ(xb, 0)− ∂ϕ

∂x,w
(x�, 0)

(
xa − xb
w

)
.

The function ϕ being C1, we can find a strictly positive real
number δ such that we have :

|∆(xa, xb, w)|
|xa − xb|+ |w|

≤ 1

2J

∀(xa, xb, w) : |xa − x�|+ |xb − x�|+ |w| ≤ δ .

Then, from :(
xa − xb
w

)
=

∂ϕ

∂x,w
(x�, 0)−1 [ϕ(xa, w)− ϕ(xb, 0)−∆(xa, xb, w)] ,

we obtain :

|xa − xb| + |w|

≤ J |ϕ(xa, w)− ϕ(xb, 0)| +
1

2
[|xa − xb|+ |w|]

∀(xa, xb, w) : |xa − x�|+ |xb − x�|+ |w| ≤ δ

and therefore :

|xa − xb|+ |w| ≤ 2J |ϕ(xa, w)− ϕ(xb, 0)|
∀(xa, xb, w) : |xa − x�|+ |xb − x�|+ |w| ≤ δ .

Finally, since there exists an integer n satisfying :

|xan − x�| + |xbn − x�| + |wn| ≤ δ ,

we have :

|xan − xbn|+ |wn| ≤ 2J |ϕ(xan, wn)− ϕ(xbn, 0)| .

This contradicts (12).
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