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Abstract

We are concerned with the problem of the asymptotic
tracking of a given state reference for a system which can
be written in a feedforward form. The state reference is as-
sumed to be given as a particular bounded solution of the
system. Our solution relies on the construction of a control
Lyapunov function for the error system. It gives a time-
varying state feedback which meets saturation constraints
and ensures the global uniform asymptotic stability and
the local exponential stability of the state reference. A
practical example illustrates our central result.

1 Introduction

The basic problem we address is the following : Suppose
that the system

ẋ = h(x, y, u) , ẏ = f(y, u) . (1)

admits (xr(t), yr(t)), a known bounded function, as a so-
lution when it is driven by a known bounded input ur(t)
and that yr(t) is a globally asymptotically stable solution
of :

ẏ = f(y, ur(t)) . (2)

Then is it possible to design a saturated feedback u(x, y, t)
such that (xr, yr) is a globally asymptotically stable solu-
tion of (1) with u(x, y, t) as input ?

In [14, Corollary 2.1], a solution is obtained for the
chain of integrators subject to input saturation and it re-
lies heavily on the linear structure.

For general non linear systems, the usual approaches to
the tracking problem rely on the properties of global (resp.

local) linearizability or of global (resp. local) partial lin-
earizability. The input-output linearization theory, which
leads to the celebrated normal form and to the notions of
inverse dynamics and minimum phase systems in the non
linear context, (see [5]), plays a central role in this type
of works : for it may provide an efficient help for solv-
ing the problem of reproducing an output reference and
next for determining a feedback law which asymptotically
stabilizes the solution to be tracked. In this framework, it
may be interesting to find appropriate output functions so
that, may be with a dynamic extension, there is no inverse
dynamics. This is possible for flat systems as they have
been characterized in [2]. In this case all the solutions of
the system can be completely parameterized in terms of
these peculiar output functions and their derivatives. As
a consequence, the problem of designing appropriate state
references can be simpler. Also, those systems are dy-
namic feedback linearizable so that the asymptotic track-
ing problem is trivial. This approach has been applied in
[10], for the design of a state tracker for the VTOL Air-
craft. Unfortunately systems in the form (1) are typically
not flat.

Here, we will proceed regardless of any kind of lineariz-
ability property. We center our efforts on the problem of
stabilizing a state reference and consequently we round
the problem of stability of the inverse dynamics. We do
not address the problem of designing this state reference.
Indeed, following [2, 9, 10] for instance, the tracking prob-
lem may be profitably split up into two steps :

1. Determination of a bounded state reference and of a
bounded input which meet the desired control objec-
tive, for instance output reference tracking.

2. Stabilization of the state reference.

By offering a response to the second step, our technique
may be seen as complementary to those which offer a re-
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sponse to the first. Moreover, the feedforward structure
may also be exploited to construct the reference.

We solve the stabilization problem by a Lyapunov de-
sign, which extensively exploits the feedforward structure.
As in the proof of [12, Theorem 3.1], Jurdjevic-Quinn ap-
proach (see [6]), higher order notion, changes of coordi-
nates, are the clues of our demonstration. Our technique
gives feedbacks meeting saturation constraints and guar-
anteeing global uniform and local exponential asymptotic
stability of the reference.

Although not done in this paper, a recursive application
of our main result is possible. It gives a response to the
asymptotic tracking problem by saturated feedback for a
system whose dynamics admit the following feedforward
representation :

ẋn = fn(x1, . . . , xn−1, xn, u) ,
...

ẋ2 = f2(x1, x2, u) ,

ẋ1 = f1(x1, u) ,

(3)

Due to space limitation, we can only sketch out the
proof of our main result. For more details, we refer the
reader to [11] or [13].

Notations and definitions.

• The symbol c is used to denote generically a strictly
positive real number.

• A function F(x, y) is said to be of order p ≥ 0, if there

exists a nonnegative continuous function F̃ satisfying :

|F(x, y)| ≤ F̃(x, y) |y|p . (4)

• For a real valued C1 function k, we denote by k′ its first
derivative.

• A function α : [0,+∞) −→ [0,+∞) is said to be of class
K if it is zero at zero and strictly increasing. If besides
it goes to infinity when the argument goes to infinity, it
is said to be of class K∞.

• A function σ : R −→ R is said to be a saturation if it is
continuous, bounded, differentiable at 0 and such that :

σ(s) s > 0 , ∀ s 6= 0 , σ′(0) > 0 (5)

σ|R+
6∈ L1(R+) , σ|R− 6∈ L1(R−) . (6)

2 Main result.

We consider the system : Ẋ = MX +H1(Y ) +H2(Y, u)u ,

Ẏ = F0(Y ) + F2(Y, u)u ,
(7)

where Y is in Rn, X is in Rm, u is in Rq, all the functions
are of class C2. We introduce three assumptions.

A0 : There exists a function (Xr(t), Yr(t), ur(t)) bounded
on [0,+∞), of class C2, and verifying :

Ẋr(t) = MXr(t) +H1(Yr(t))

+ H2(Yr(t), ur(t))ur(t) ,

Ẏr(t) = F0(Yr(t)) + F2(Yr(t), ur(t))ur(t) .

(8)

This assumption guarantees that the matrix

A(t) =

[
∂F0

∂Y
(Yr(t)) +

∂F2

∂Y
(Yr(t), ur(t))ur(t)

]
(9)

is well-defined and of class C1. Let ΦA(t, t0) be the tran-
sition matrix associated to this matrix.

A1 :
A11 : The point Ỹ = 0 is a globally uniformly asymptot-

ically stable equilibrium point of the system :

˙̃Y = F0(Ỹ + Yr(t))− F0(Yr(t)) (10)

+F2(Ỹ + Yr(t), ur(t))ur(t)− F2(Yr(t), ur(t))ur(t)

A12 : There exist a positive definite symmetric matrix Q
and c > 0, α > 0 such that :

M>Q + QM = −R ≤ 0 , (11)

| exp(M(s− t))| |ΦA(t, s)| ≤ c exp(−α(t− s))
∀ t > 0 , ∀ s ∈ [0, t] . (12)

Assumption A12 implies (see below) that the matrix :

P (t) =

∫ +∞

t

exp(M(t− s))C(s)ΦA(s, t)ds , (13)

where :

C(t) =
∂H

∂Ỹ
(0, t) , (14)

with :

H(Ỹ , t) = H1(Ỹ +Yr(t))+H2(Ỹ +Yr(t), ur(t))ur(t) (15)

is well-defined, bounded in norm and of class C2.

A2 : There exists a function K(t), bounded, of class C2

and such that the solution X = 0 of

Ẋ = − (M +D(t)K(t))
>
X , (16)

is exponentially stable with

D(t) = ∂ϕ
∂u (Yr(t), ur(t), t)ur(t)

+ϕ(Yr(t), ur(t), t) ,

ϕ(Y, u, t) = H2(Y, u) + P (t)F2(Y, u) .

(17)
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Theorem 2.1 If the system (7) satisfies the assumptions
A0, A1 and A2 then, for all u in (0,+∞], there exists a C1

feedback law u(X,Y, t) verifying |u(X,Y, t) − ur(t)| ≤ u
and such that the closed-loop system admits (Xr, Yr) as
a globally asymptotically stable solution. Moreover, if

the pair

(
M,

(
D(t)>Q

R
1
2

))
is uniformly observable, then

u(X,Y, t) may be chosen so that (Xr, Yr) is a globally uni-
formly asymptotically and a locally exponentially stable so-
lution of the corresponding closed-loop system.

2.1 Discussion on A1 and A2

Assumption A1. Since M is stable, for s ≤ t,
| exp(M(s− t))| is bounded away from 0. So Assumption
A12 ensures the local exponential stability of the solution
Yr of the Y subsystem of (7) with the input set to zero.

On the other hand A12 implies that P given by (13) is
well-defined, bounded, of class C2 and solution on [0,+∞)
of :

Ṗ(t) = MP(t)− P(t)A(t)− C(t) . (18)

Indeed, the functions F0, F2, ur and Yr being of class C2,
the function A(t) is of class C1. The functions H1, H2, ur
and Yr being of class C2, the function C(t) is of class C1.
So, the function exp(M(t− s))C(s)ΦA(s, t) is of class C1.
Then, from Assumption A0, the function Yr is bounded
on [0,+∞). It follows that the function |C(t)| is bounded
by a positive real number c. With inequality (12), this
implies :∣∣∣∫ +∞

t
exp(M(t− s))C(s)ΦA(s, t)ds

∣∣∣ (19)

≤ c
∣∣∣∫ +∞
t

exp(−α(s− t))ds
∣∣∣ = c

α < +∞ .

It follows readily that P (t) is well-defined and of class C1.
Next, by simply evaluating the derivative of P , it follows
that P satisfies (18), which in turn implies that P is of
class C2.

We will exploit the properties of P mentioned above in
the proof of Theorem 2.1 for designing a change of co-
ordinates which facilitates the construction of a control
Lyapunov function for (7). At last, let us notice that the
conditions (11), (12) are closely linked with the properties
of exponential or ordinary dichotomy introduced in [1].
When A(t) is constant, the requirement (12) imposes on
the largest real part of the eigenvalues of A to be smaller
than the smallest real part of the eigenvalues of M . So,
when Theorem 2.1 is recursively applied to a system of
the form (3), the closed loop system thus obtained admits
a time-scale decomposition which is analogous to the one
obtained when a stable linear equation is put in a trian-
gular form.

Assumption A2. According to [4, Definition 4.2], As-
sumption A2 holds if the pair (−M>, D(t)>) is completely
uniformly detectable. According to [4, Corollary 4.1],

when R = 0 in (11), the pair (−M>, D(t)>) is completely
uniformly detectable if it is completely uniformly observ-
able. This last property (see [4, Definition 2.6]) means
that there exist strictly positive numbers σ, α1 and α2 such
that :

0 < α1I ≤ W (t, t+ σ) ≤ α2I (20)

with

W (t, s) =

∫ s

t

w(t, τ)dτ . (21)

w(t, τ) = exp[M(t−τ)]D(τ)>D(τ) exp[M>(t−τ)] (22)

A way to check if (20) holds is given in [15, 2.31 Theorem] :
when D(t) is a column i.e. in the single-input case, the
inequalities (20) hold when the matrix :

Γ(t) = [q0, q1, . . . , qn−1] (23)

is invertible for all t and Γ, Γ−1, Γ̇ are continuous and
bounded functions on [0,+∞) with the function qk defined
recursively as :

qk+1 = −Mqk + q̇k ; q0 = D(t)> (24)

3 Sketch of proof.

First step : Change of coordinates.
In order to transform the asymptotic tracking problem
into a stabilization one and to make the coupling term H1

of second order, we rewrite the system (7) in new coordi-
nates. Let : x = [X −Xr(t)] + P (t) [Y − Yr(t)]

y = Y − Yr(t) , v = u− ur(t) .
(25)

We get : ẋ = Mx+ h1(y, t) + h2(y, v, t)v ,

ẏ = f0(y, t) + f2(y, v, t)v ,
(26)

where all the functions are of class C1, bounded with re-
spect to t and h1 is such that :

|h1(y, t)| ≤ γ(|y|) |y|2 ∀(y, t) (27)

for some continuous function γ. This second order prop-
erty plays a crucial role in the second step.

Remark. As in [12], we can prove that, under our as-
sumptions, appropriate coordinates (x, y) allowing us to
rewrite (7) in the form : ẋ = Mx+ h2(y, v, t) v ,

ẏ = f0(y, t) + f2(y, v, t) v ,
(28)

3



exist. Then the stabilization problem could possibly be
solved by applying a generalization of the Jurdjevic and
Quinn’s approach i.e. by choosing v solution of :(

x>Qh2(y, v, t) +
∂V

∂y
(y, t)f2(y, v, t)

)
v < 0 (29)

for all (x, y) 6= 0. However, we pursue our proof with
the system (26) because the coordinates which give the
simpler form (28) are, from a practical point of view, much
more difficult to determine than are those given in (25).

Second step : Lyapunov design.
Thanks to Assumption A1, we may prove :

Lemma 3.1 There exists a Lyapunov function V (y, t) of
class C1 and functions α1, α2, α3 and α4 of class K∞
such that, for all y such that |y| ≤ c,

c|y|2 ≤ V (y, t) ≤ c|y|2∣∣∣∂V∂y (y, t)
∣∣∣ ≤ c|y| , c|y|2 ≤ α3(|y|) ,

(30)

and, for v = 0 and for all y,

α1(|y|) ≤ V (y, t) ≤ α2(|y|) ,∣∣∣∂V∂y (y, t)
∣∣∣ ≤ α4(|y|) ,

˙︷ ︷
V (y, t)(26) ≤ −α3(|y|) .

(31)

This result is obtained by combining the Lyapunov func-
tions given by the converse Lyapunov theorems for equi-
librium points which are locally exponentially stable or
globally uniformly asymptotically stable. Details can be
found in [11, Annexe G].

Next, let us focus our attention on the Lyapunov func-
tion :

U(x, y, t) = K(V (y, t)) +

∫ √x>Qx
0

σ(s)ds , (32)

where K is to be chosen as a function of class K∞ and
of class C2 with a strictly positive derivative and where σ
is a saturation. U(x, y, t) is a positive definite and radi-
ally unbounded function. By using [12, Lemma B.2], the
properties (30), (31) and (27), we can show that K can
be chosen such that :

˙︷ ︷
U(x, y, t)(26) ≤ Γ(x, y, v, t)v (33)

− 1
2K
′(V (y, t))α3(|y|) − σ(

√
x>Qx) x>Rx√

x>Qx

with :

Γ(x, y, v, t) = K ′(V (y, t))∂V∂y (y, t)f2(y, v, t) (34)

+ σ(
√
x>Qx) x>Q√

x>Qx
h2(y, v, t) .

Since f2 and h2 are of class C1, it is possible to prove

(see [12, Appendix A]) that there exists a strictly positive
function λ of class C1 such that the right hand side of (33)
is negative when the input is :

v(y, x, t) = −λ(y, x, t)Γ(x, y, 0, t)> , (35)

and this function is in norm bounded by u. This result
implies the global uniform stability of (Xr(t), Yr(t)).

To prove the asymptotic stability, we integrate inequal-
ity (33). We deduce that the integrals∫ +∞

0

K ′(V (y(s), s))α3(|y(s)|)ds ,∫ +∞

0

σ(
√
x>Qx)

x(s)>Rx(s)√
x>Qx

ds ,∫ +∞

0

λ(y(s), x(s), s)|Γ(x, y, 0, s)|2ds

are finite. It follows that the function x(t)>Rx(t) belongs
to L1([0,+∞)) and that (see [7, Lemma 4.4]) :

lim
t→+∞

y(t) = 0 . (36)

This in turn with (34) implies that the function
x(t)>Qh2(0, 0, t) belongs to L2([0,+∞)). At last, the con-
clusion can be obtained by noticing that P (t) is bounded
and by establishing the following lemma:

Lemma 3.2 Let D(t) be a bounded continuous function
and M be a matrix such that

M>Q + QM = −R ≤ 0 (37)

for some positive definite symmetric matrix Q. Suppose
that there exists a bounded continuous function K(t) such
that

Ẋ = − (M +D(t)K(t))>X (38)

is exponentially stable. Then, if ϕ1 and ϕ2 are in
L2([0,+∞)) and if ϕ3 is in L1([0,+∞)), any solution of
the system :

ẋ(t) = M x(t) + ϕ1(t)

x(t)>QD(t) = ϕ2(t)

x(t)>Rx(t) = ϕ3(t)

(39)

converges to zero as the time goes to infinity.

Third step : Uniform asymptotic stability.
If the reference (Xr(t), Yr(t)) and the feedback law ur(t)
are periodic functions, then, by invoking for instance [16,
Theorem 11.3], we can conclude immediately that the
system (7) in closed loop with the feedback we have
designed admits (Xr(t), Yr(t)) as a globally uniformly
asymptotically stable solution. If we do not assume that
(Xr(t), Yr(t)) and ur(t) are periodic, then we assume now

that the pair

(
M,

(
D(t)>Q

R
1
2

))
is uniformly observable.

To prove that, in this case, we get uniform asymptotic sta-
bility, we proceed as follows :
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1. By borrowing an idea from [8, Proof of Lemma2], we
construct a Lyapunov function O such that :

∂O
∂t (x, t) + ∂O

∂x (x, t) [Mx+D(t)v(0, x, t)] (40)

≤ − 1
2 |x|

2 .

2. We prove that there exists a positive continuous func-
tion Ξ such that, for all (x, y) and all t ≥ 0,

|h2(y, v(y, x, t), t)v(y, x, t) − h2(0, 0, t)v(0, x, t)| (41)

≤ Ξ(|y|)|y|+ c|v(0, x, t)|2 .

3. Thanks to this inequality, we show the existence of a
positive continuous function Γ, such that, by letting :

l(q) =

∫ q

0

1

1 + s2
ds , (42)

we have :

˙︷ ︷
l(O(x, t))

(26),(35)
≤ − 1

4 |x|
2 l
′
(O(x, t)) (43)

+ Γ(|y|)2|y|2 .

4. Since Γ(|y|)2|y|2 is of order two, by using [12, Lemma
B.2], we prove the existence of K, of class K∞ satis-
fying :

˙︷ ︷
l(O(x, t)) + K(U(x, y, t))|(26),(35) (44)

≤ − 1
4 α3(|y|) − c |x|2

1+|x|4 .

5. To get the property of global uniform asymptotic sta-
bility, we check that [3, Chapter 10, Theorem 3.1]
applies.

Fourth step : Local exponential stability.
From inequality (44), from the properties (30), from the

definition of l in (42) and from [7, Corollary 3.4], we de-
duce that the origin of the system (26) with the control
(35) is locally exponentially stable.

4 Application : periodic oscilla-
tions of the cart-pendulum sys-
tem

The Lyapunov design proposed this paper can be used to
stabilize a periodic solution for the cart-pendulum system.
After preliminary changes of feedback, coordinates and
time the dynamics of this system are : ẋ0 = s0 , ṡ0 = u0 , θ̇0 = ω0

ω̇0 = sin(θ0) − u0 cos(θ0)
(45)

We want to find a bounded feedback law such that, for any
initial condition with the angle θ0 in ]− π

2 ,
π
2 [, we have :

lim
t→+∞

| tan(θ0(t))− cos(t)| = 0 . (46)

To meet this requirement, we proceed in three steps.

First step : change of coordinates and feedback.
A change of coordinates and feedback maps R × R ×
(−π2 ,

π
2 )× R into R4. and transforms (45) into :
ẋ1 = s1 − t1 ,
ṡ1 = −u1 ,
ṫ1 = r1 ,

ṙ1 = −(t1 + r1)
√

1 + t21 − u1
√

1 + t21 ,

(47)

Second step : reference state trajectory and cor-
responding input.
The functions :

x1r(t) = − cos(t)−
∫ t

0

arcsin

(
1√
2

sin(s)

)
ds ,

s1r(t) = cos(t) + sin(t)− arcsin
(

1√
2

sin(t)
)
,

t1r(t) = cos(t) ,

r1r(t) = − sin(t) ,

u1r(t) = cos(t)√
1+cos2(t)

− cos(t) + sin(t)

(48)
are periodic and give a particular solution of (47) such
that the output t1r(t) behaves exactly as desired, i.e.

t1r(t) = cos(t) . (49)

Third step : design of a stabilizing feedback.
With the notations :

x̃1 = x1 − x1r , s̃1 = s1 − s1r ,

t̃1 = t1 − t1r , r̃1 = r1 − r1r ,

u1 = u1r(t)− u2 ,

(50)

we obtain the error system :

˙̃x1 = s̃1 − t̃1 ,

˙̃s1 = u2 ,

˙̃t1 = r̃1 ,

˙̃r1 = − (t̃1 + r̃1)
√

1 + t21 + ṙ1r
t̃21+2t̃1t1r
ζ(t1,t1r(t))

+
√

1 + t21u2 ,

(51)

where :

ζ(t1, t1r(t)) = 1 + t21r(t) +
√

1 + t21r(t)
√

1 + t21 . (52)

For this system, we first design a feedback which glob-
ally asymptotically and locally exponentially stabilizes the
(t̃1, r̃1)-subsystem of (51). Then by using recursively the
technique introduced in the proof of Theorem 2.1, we de-
sign in two steps a feedback which guarantees the uniform
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asymptotic tracking of the state reference (for more details
see [11, 13]). This feedback for the system (47) is :

u1 = cos(t)√
1+cos2(t)

− cos(t) + sin(t)

− cos(t)
t̃21√

1+t21ζ(t1,t1r(t))

− 2(t̃1 + r̃1) cos(t)t̃1

1+t21+
√

1+t21

√
1+t̃21

+ 1
50

(
s̃1√
1+s̃21

− t̃1
)

+ x̃2√
1+x̃2

2

+
[
4 + 101

25 (Q2(s̃1, t̃1, r̃1) + 1)
]
×[

3(t̃1 + r̃1)
√

1 + t21 + s̃1√
1+s̃21

]
(53)

where

x̃1 = x1 + cos(t)

+

∫ t

0

arcsin

(
1√
2

sin(s)

)
ds ,

x̃2 = x̃1 + 50s̃1 ,

s̃1 = s1 − cos(t)− sin(t)

+ arcsin
(

1√
2

sin(t)
)
,

t̃1 = t1 − cos(t)

r̃1 = r1 + sin(t) ,

Q2(s̃1, t̃1, r̃1)) = 3
(

(1 + t̃21)
3
2 − 1 + t̃1r̃1 + r̃21

)
+
√

1 + s̃21 − 1 ,

ζ(t1, t1r(t)) = 1 + cos2(t)

+
√

1 + cos2(t)
√

1 + t21
(54)

5 Conclusion.

We have constructed saturated feedback laws which glob-
ally uniformly asymptotically and locally exponentially
stabilize a given state reference of a non linear system
obtained by adding one integration. A recursive applica-
tion of this design is possible. It gives a new technique for
dealing with tracking problems for non linear systems, in
feedforward form.

References

[1] W.A. Coppel, Dichotomies in Stability Theory.
Springer-Verlag Berlin Heidelberg New York (1978).
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