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Abstract— At the light of a simple tutorial example, this
paper discusses the merits of a recently introduced technique
to control a class of systems with a delay depending on the past
values of the control variables. The relations of the proposed
technique with previous works from the literature on predictor-
based controllers are discussed. The treated example is repre-
sentative of a wide class of systems often observed in process
control and distributed parameter systems. The anticipating
capabilities of the proposed controller yields interesting closed-
loop performance.

I. INTRODUCTION

With the still increasing expectations of dynamic per-
formances, a consequent number of industrial applications
does require output feedback control laws, often involving a
physical dead time, as the available actuators can be located
far away from the main considered plant. This results into
a temporal lag, which can occur in various contexts such
as in automotive engine [2], mixing processes for chemical
reactors [9], blending [6] or batch processes [21] or even
heater collector plant [23]. As is reported in Table I, these
industrial processes often present transportation of material,
which can be directly depending on the manipulated vari-
able. Therefore, the introduced delay is inherently an input-
dependent time delay, which increases the complexity of the
control task.

One of the most simple example of this type of non-
linear dynamical systems one can think of is the temper-
ature regulation of the shower system, or bath depicted in
Fig. 1 : the involved non-negligible pipe holdups are directly
correlated to the history of the input flow rates. Due to its
relative simplicity and its occurrence in everyday life, it is
often used to introduce time-delay systems in lectures [28]
and to illustrate some corresponding control challenges. Sur-
prisingly, as similar problems involving input-varying delay,
such as the crushing-mill presented in [22], this problem has
never been studied theoretically at our knowledge. Of course,
relatively simple practical solutions such as thermostatic
mixers and shower valve controllers exist. Yet, the coupling
with the output dynamics is very troublesome. This implies
the consideration of the stabilization of a non-linear process,
with input-dependent time-delay in the input.
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A classically considered approach in such situation (see
the discussion in [26]) is to treat the delay dependence on
the control by a robustness approach, i.e. by neglecting this
dependance.

The robust stability of systems with time-varying delay
in the input have been widely studied lately : using either
a Lyapunov-Razumikhin function or a Lyapunov-Krasovskii
functional, delay-dependent stability criteria are obtained
under the form of Linear Matrix Inequalities (LMIs) [8]
[10] [12] [17]. The “memoryless” controllers employed in
such approaches are relatively easy to implement. Yet, to
improve closed-loop dynamic performance, one would prefer
to use a predictor-based control law [1] [18] [25] aiming at
compensating the delay via a distributed delay of infinite
dimension. Such techniques, which are widely used for a
constant input time-delay (see for instance [11] [14] [19]
[20] or [7] [22] and the reference therein) are less popular
for time-varying ones. Recently, some have been developed
in such a framework in [27], where substantial LMIs have
to be checked, and in [15], where the invertibility of a
certain delay-operator is assumed. To the best of the authors
knowledge, the relation between the above material and the
stabilization of input-varying delay systems has not been
studied.

In this paper, we follow the overture proposed in [13]
and [15] to analyze the stability of linear input time-delay
systems. These newly proposed techniques have been devel-
oped in [3] [4] [5] [16] to address uncertainties to constant
input time-delays in various contexts. Here, we extend these
tools to linear systems with time-varying delay in the input,
similarly to what was done in [15], and explicitly relate
the obtained result with the regulation of a class of input-
varying delay processes to address the particular problem
under consideration in a tutorial spirit. These are the main
contributions of the paper.

The paper is organized as follows. In Section II, we
describe the mixing process under consideration, before
designing in Section III a prediction-based controller using
a tailored change of time scale. After having presented and
commented in Section IV some numerical results, the proof
of convergence of the proposed controller is provided in
Section V.

II. PROBLEM STATEMENT

Consider the bath system represented in Fig. 1, where the
average bath temperature is the result of a mixing between
a cold water source (flow rate u1 and temperature T1) and a

2012 American Control Conference
Fairmont Queen Elizabeth, Montréal, Canada
June 27-June 29, 2012

978-1-4577-1096-4/12/$26.00 ©2012 AACC 1991



Process State variable Control variable Transport delay source Non-Linear Input-varying delay

Air-Fuel Ratio control Exhaust Air-Fuel Ratio Injected mass of fuel Pipe transportation from No No
in SI Engines the injector to the exhaust

Lambda Sensor
Exhaust Gas Recirculation Intake Burned Gas Rate Recirculated burned gas Pipe transportation No Yes
in SI Engines flow rate into the intake line
Blending systems Final production tank Components flow rates Pre-blend volumes No Yes
in refineries properties and pipe transportation
Solar collector fields Output temperature Input flow rate Pipe transportation Yes Yes

in the outlet tube
Bath/Shower Output temperature Input flow rates Pipe transportation Yes Yes

TABLE I
COMPARISON OF SOME PROCESSES WITH TRANSPORT DELAY.

warm one (u2, T2). For comfort purposes, the user of the bath
wishes to obtain a desired temperature Tre f , without over- or
under-shoots, and as fast as possible (namely, close to the
minimum reaching time introduced by the transport delay
through the pipe).

For sake of simplicity, we assume here that the change
of the faucet position is immediate and that the cold source
flow rate is constant. Assuming that the position of the warm
water faucet is directly correlated to the flow rate through
static relations, u2 could be then considered as the input
variable. Finally, we assume that the bath temperature Tf
is available for measurement and that the bath volume is
constant (i.e. ∀t ≥ 0, uout(t) = u1 +u2(t)).

A. Balance equations
Assuming that the mixing at the node is instantaneous, the

punctual temperature at this node can simply be expressed
as

Tmoy(t) =
u1T1 +u2(t)T2

u1 +u2(t)
(1)

We neglect the heat transfer during the flow transport from
the node to the pipe output, namely

Tout(t) =Tmoy(t−D(t)) (2)

where D(t) accounts for the varying transport delay implic-
itly defined by

VP =
∫ t

t−D(t)
(u1 +u2(s))ds (3)

u1, T1

u2(t), T2

Warm water

Cold water

Tf

uout(t)

Tmoy

Tout

V

control

sensor

Fig. 1. The studied shower system.

with VP the pipe volume. Further, considering the bath
volume V as constant, a heat balance yields, using (2),

d
dt

(Tf ) =
u1 +u2(t)

V

[
−Tf (t)+Tmoy(t−D(t))

]
(4)

B. Constraints and control objective

a) Output temperature: To avoid to be scaled, the
output water temperature needs to be upper-bounded. Si-
multaneously, for comfort purposes, it also has to be lower-
bounded : T ≤ Tout ≤ T̄ .

b) Valve Position: Both faucets admit maximal and
minimal positions and, therefore, the warm water flow rate
is also bounded, i.e. u2 ∈ [0, ū2].

c) Control objective: The control objective is to have
system (4) to track the given temperature set-point Tre f as
fast as possible, taking into account the above constraints.
To reach this goal, we aim at developing a prediction-based
control law taking advantage of the knowledge of the implicit
delay variation law (3).

III. CONTROL DESIGN

For sake of clarity, without loss of generality, in this
section, we normalize the quantity introduced above as
T1 = 0, T2 = 1, u1 = 1, V = 1, Tre f ∈ [0,1[ and denote now
u = u2 ∈ [0, ū] the actual actuator.

A. Alternative system representation

In order to design an explicit prediction-based feedback
law, we first introduce the following change of time

τ
de f
= h(t) =

1
1+ ū

∫ t

0
(1+u(s))ds+ τ0 (5)

where ū is a normalization factor chosen as ū = Tre f
1−Tre f

and
where τ0 ≥ 0 is a given constant. This leads to the alternative
linear system

dX
dτ

(τ) =(1+ ū) [−X(τ)+Tmoy(τ−D2(τ))] (6)

where the alternative system state is defined as X(τ) = Tf (t)
and a new delay has been introduced as

D2(τ) = τ− t +D(t) = τ−h−1(τ)+D(h−1(τ)) (7)
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In this new time scale 1, (6) is a linear input-delay system
with constant parameters. Rewriting the alternative delay as
D2(h(t)) = h(t)− t +D(t) and considering both (3) and (5),
one can observe that this delay is still input-dependent, but
in a much more complex way. Before working with this
representation, we need to make sure (5)-(7) is well-posed.

(i) The function h defined in (5) is a C1 function, strictly
increasing w.r.t. t. Therefore, it describes a diffeomorphism
and, in particular, its inverse in (7) is well-defined.

(ii) One has to ensure that the delay D2 is well-defined,
namely positive, i.e. that ∀t ≥ 0 , τ ≥ t−D(t). This property
is given by choosing τ0 large enough compared to the delay
upper bound D̄ = VP.

(iii) h is unbounded and then lim
t→∞

Tf (t) = lim
τ→∞

X(τ) (if it
exists). This enables a direct translation of any asymptotic
result obtained for the alternative plant (6) on the original
one (4).

B. Control design for the alternative system

We now formulate the following theorem, a proof of which
is provided in Section V.

Theorem 1: Consider the closed-loop system

Ẋ(t) =AX(t)+BU(t−D(t)) (8a)

U(t) =U r−KX r +K
[

eAD(t)X(t)+
∫ t

t−D(t)
eA(t−s)BU(s)ds

]
(8b)

where X ∈ Rn, U is scalar, the pair (A,B) is controllable,
K is chosen such that A + BK is Hurwitz, (X r,U r) is a
given equilibrium set-point and D : R+ → [D, D̄] is a time-
differentiable function. Then, there exists δ ∗ ∈]0;1[ such that,
provided

∀t ≥ 0 , |Ḋ(t)|< δ
∗ , (9)

the considered plant exponentially converges to the equilib-
rium X r.

Before studying the application of this theorem to our
mixing process, a few comments can be made about it.

Control law (8b) is directly inspired by the constant delay
case, calculating the state prediction over a time window
of varying length D(t). Of course, exact compensation of
the delay is not achieved with this controller. To do so, one
would need to consider a time window of which length would
match exactly the value of the future delay, as it is made in
[15] 2. In other words, this requires to be able to predict the
future variation of the delay, which is not always practically
achievable for an input-varying delay.

In this context, (9) can be interpreted as a condition
for robust compensation achievement. Namely, if the delay

1A different constant scale factor could be introduced in (5) to simplify
the expression of (6) at the expense of later complexity in the analysis of
closed-loop behavior.

2In details, defining the delay operator φ(t) = t−D(t) and assuming that
its inverse exists and is available, exact delay-compensation is obtained with
the feedback law U(t) = KX(φ−1(t)) where the prediction can be written
as X(φ−1(t)) =

[
eA(φ−1(t)−t) +

∫ φ−1(t)
t eA(φ−1(t)−s)BU(φ(s))ds

]
.

varies sufficiently slowly, its current value D(t) used for
prediction will be close enough to its future values, and the
corresponding prediction will be accurate enough to ensure
the stabilization of the plant.

Interestingly, the exact same condition is stated in [27],
where the delay is also assumed to be time-differentiable.
Yet, the approach designed in [27] differs from ours in the
way that a constant average delay value is used for control 3,
which should naturally result into poorer performance than
the proposed one.

C. Control law for the original plant

Furthering Theorem 1, we now use the following con-
troller.

u(t) = Sat[0,ū]

{
Tmoy(t)

1−Tmoy(t)
,

}
(10)

Tmoy(t) = (1+ k)Tre f − k
[
e−(1+ū)D2(t)Tf (h−1(t))

+(1+ ū)
∫ t

t−D2(t)
e−(1+ū)(t−s)Tmoy(s)ds

]
(11)

D2(t) = t−h−1(t)+D(h−1(t)) (12)

where the function h has been defined in (5) and Sat[0,ū]
represents the saturation operator.

Indeed, the alternative plant (6) directly fulfills the frame-
work of Theorem 1. As a result, to obtain convergence with
the prediction-based control law (11), which is a direct ap-
plication of (8b) to the considered case, a sufficient condition
is ∣∣∣∣∂D2

∂τ
(τ)

∣∣∣∣ < δ
∗

First, from (7) and (5), one can easily obtain an analytic
expression of this partial derivative

∂D2

∂τ
(τ) =

∂D2

∂τ
(h(t)) = 1− [1− Ḋ(t)]

1+ ū
1+u(t)

Further, taking a time-derivative of the implicit equation (3),
one gets, with normalized data,

1− Ḋ(t) =
1+u(t)

1+u(t−D(t))

and then, substituting,∣∣∣∣∂D2

∂τ
(τ)

∣∣∣∣ < δ
∗⇔

∣∣∣∣1− 1+ ū
1+u(t−D(t))

∣∣∣∣ < δ
∗

⇔ 1+ ū
1+δ ∗

< 1+u(t−D(t)) <
1+ ū

1−δ ∗

⇔ 1−δ ∗

1+ ū
< 1−Tmoy(t−D(t)) <

1+δ ∗

1+ ū

3More precisely, the control law is designed after a reduction model using
this average value.
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Notation Value
Cold water temperature T1 20 ˚ C
Warm water temperature T2 40 ˚ C

Maximum flow rate ū2 0.25 L/s
Cold water flow rate u1 0.125 L/s

Pipe volume VP 6.3 L
Bath volume V 100 L

Maximum admissible temperature T̄ 40 ˚ C
Minimum admissible temperature T 15 ˚ C

TABLE II
BATH SYSTEM PARAMETERS USED FOR SIMULATION.

Finally, exploiting the equilibrium relation between ū and
Tre f , this condition can be rewritten as the inequality bearing
on the input ∣∣Tmoy(t−D(t))−Tre f

∣∣ < δ
∗ 1

1+ ū
(13)

Expanding (11), one can recast this inequality into a simple
inequality bearing on the gain k. Indeed,∣∣Tmoy(t)−Tre f

∣∣≤ k [2+(1+ ū)(τ0 + D̄)] T̄

Consequently, by choosing

k < kmax =
δ ∗

T̄ (1+ ū)(2+(1+ ū)(τ0 + D̄))
(14)

condition (13) is satisfied. Finally, as the diffeomorphism h is
unbounded, the asymptotic convergence of the system state
in (6) to Tre f involves the one of Tf .

This result is not surprising : Theorem 1 requires the delay
to vary sufficiently slowly and the delay variations implicitly
depend on the control input. Then, restricting the input
variations by choosing the feedback gain sufficiently small
seems like a natural solution. Further, as the mixing process
under consideration is stable, we can arbitrarily choose k as
small as desired and in particular to satisfy (13).

An important point for implementability is the causality
of the control law (10), as the inverse transformation h−1 is
employed. In other words, the following property has to be
satisfied : ∀t ≥ 0, h−1(t) ∈ [0, t]. Considering (5), one can
easily see that, for Tre f ≥ Tf (0), this property is satisfied for
all τ0 ≥ 0 as the integrand is greater than one. On the other
hand, for Tre f < Tf (0), one has simply to choose τ0 large
enough to ensure this.

For strict implementability, an expression of the bound δ ∗

is provided in Section V. Nevertheless, as this formulation
is obtained based on a Lyapunov analysis, it turns out to be
quite conservative, as the above simulation results emphasize
it and does not aim at being used in practice.

IV. SIMULATION RESULTS

In this section, we provide some numerical results to
illustrate the merits of the proposed approach. As well as
our prediction-based controller, we consider a “memoryless”
control using a simple proportional feedback. Both are com-
pared to open-loop performances.

The parameters of the bath system used for simulation
are provided in Table IV. We aim at controlling the system
from an equilibrium point where the bath is filled only
by the cold water source, namely Tf (0) = 20 ˚ C, up to
Tre f = 30 ˚ C. Figure 2 shows a comparison between the
three aforementioned strategies, with the same feedback gain
k = 10. One can see that both feedback strategies pro-
vide, predictably, a significant performances improvement.
In particular, the proposed controller favorably compares to
a simple proportional one in terms of output variations and
overall effect. In details, both increase the warm water flow
rate u2, aiming at providing a warm input into the bath, which
results into a delay decrease (around 10s less than with an
open-loop strategy).

In the light of this result, as the two feedback laws
act quite similarly, one may prefer to use the proportional
feedback law, much easier to implement. Yet, the merits
of the proposed prediction-based law are highlighted while
increasing the feedback gain k. Indeed, quickly, damped
oscillations appear using a proportional control, the damping
decreasing as the gain increases. Finally, for a gain value
k = 26, a limit cycle is reached and stabilization cannot
be achieved as can be observed in Fig. 3. This can be
easily interpreted analyzing the characteristic equation of the
closed-loop alternative system (6)

∆(λ ) =λ +
u1 + ū2

V

(
1+ ke−λD2

)
= 0 (15)

As it is well-known [24], the (infinite) characteristic roots are
all located in the right-hand complex half-plan if and only
if the following condition is satisfied

−1 < k <
V

(u1 + ū2)D2

√
z2

1 +
(

u1 + ū2

V

)2

D2
2 (16)

where z1 is the unique solution of tan(z) = − V
(u1+ū2)D2

z on
the interval (π/2,π). This range of variation is represented
in Fig. 4, for a delay varying between 15s and 35s (corre-
sponding to the range of the delay oscillations in Fig. 3). The
value of the maximum stabilizing gain for a 25s delay (the
delay steady-state value of the considered operating point)
is circled in red. While increasing the proportional gain k
from 25 to 26, one can observe that the upper unstable
region is reached, generating the behavior in Fig. (3). On
the other hand, the prediction-based control still achieves
honorable performances for such a feedback gain, as it is
well-tailored. If the actuator was not saturated, one would
reasonably expect transient dynamics improvements.

Finally, calculating the expression (19) of δ ∗ provided
below, one obtains a scale of 10−6 which would result
here into a gain limitation around 10−7 as the initial error
tracking of the bath temperature is 10 degrees. This value
is of course extremely conservative as the above simulation
results underline it. Nevertheless, this expression leads to the
conclusion, at least according to the Lyapunov proof, that the
faster the dynamics of the system is, the smaller this bound
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Fig. 2. Stabilization of the bath temperature at the equilibrium Tre f = 30 ˚ C,
starting from Tf (0) = 20 ˚ C respectively without feedback (black dotted)
and with a gain k = 10 both for proportional (in green) and prediction-
based (in blue) feedback.

will be 4. We now detail this proof.

V. PROOF OF THEOREM 1

In the following, we use the Lyapunov tools introduced
in [13] to analyze the stability of input time-delay systems
and which are based on a backstepping transformation of a

4In details, the constant M1,M2 and M3 introduced below are then larger,
which results into a smaller value of δ ∗.
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Fig. 3. Stabilization of the bath temperature at the equilibrium Tre f = 30 ˚ C,
starting from Tf (0) = 20 ˚ C respectively for proportional (in green) and
prediction-based (in blue) feedback, both with a gain k = 26.

certain actuator state defined for constant delays 5. First, to
extend them to the time-varying delay case, we introduce
the distributed input u(x, t) = U(t + D(t)(x− 1)), x ∈ [0,1],
which enables to rewrite plant (8a) as Ẋ(t) = AX(t)+Bu(0, t)

D(t)ut(x, t) = ux(x, t)+ Ḋ(t)(x−1)ux(x, t)
u(1, t) = U(t)

In details, the input delay is now represented as a coupling
with a transport partial differential equation (PDE) driven by

5This transformation is made to convert the plant Ẋ(t) = AX(t)+Bu(0, t),
Dut(x, t) = ux(x, t) with the boundary condition u(1, t) = U(t) into the
target system Ẋ(t) = (A+BK)X(t)+Bw(0, t), Dwt(x, t) = wx(x, t) with the
boundary condition w(1, t) = 0.
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UNSTABLE
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Fig. 4. Stabilizing proportional gains k corresponding to (6) for a delay
varying between 15s and 35s. The maximum gain obtained for a 25s delay
is circled in red.

the input and where the convection speed varies both with
space and time.

Pursuing the mentioned approach, we now define the
following transformed distributed input, based on the track-
ing error X̃(t) = X(t)−X r and the distributed input error
e(x, t) = u(x, t)−U r,

w(x, t) =e(x, t)−D(t)K
∫ x

0
eAD(t)(x−y)Be(y, t)dy

−KeAD(t)xX̃(t) (17)

This Volterra integral equation of the second kind is designed
to fulfill w(1, t) = 0, compliantly with the control choice
formulated earlier. The error plant corresponding to (8a)-(8b)
can then be expressed as

˙̃X(t) = (A+BK)X̃(t)+Bw(0, t)
D(t)wt(x, t) = wx(x, t)− Ḋ(t)D(t) f (x, t)

w(1, t) = 0
(18)

where the function f is defined as

f (x, t) =
(1− x)
D(t)

ex(x, t)+KAxeAD(t)xX̃(t)

+K
∫ x

0
eAD(t)(x−y)(I +AD(t)(x− y))Be(y, t)dy

+K
∫ x

0
eAD(t)(x−y)B(y−1)ex(y, t)dy

For the Lyapunov analysis below, we also need the gov-
erning equation of the spatial derivative of the transformed
distributed input wx

D(t)wxt(x, t) =wxx(x, t)− Ḋ(t)D(t) fx(x, t)
wx(1, t) =Ḋ(t)D(t) f (1, t)

We can now start the Lyapunov analysis and introduce the
following Lyapunov-Krasovski functional

V (t) =X̃(t)T PX̃(t)+b1D(t)
∫ 1

0
(1+ x)w(x, t)2dx

+b2D(t)
∫ 1

0
(1+ x)wx(x, t)2dx

where the symmetric matrix P satisfies the following Lya-
punov equation P(A+BK)+(A+BK)T P =−Q for a given
symmetric definite positive matrix Q (we denote λmin(Q) its
minimum eigenvalue). Taking a time-derivative of V , we get
after some integrations by parts

V̇ (t) =−X̃(t)T QX̃(t)+2X̃(t)T PBw(0, t)+b1
(
−w(0, t)2

−‖w(t)‖2
)

+b2

(
2wx(1, t)2−wx(0, t)2−‖ŵx(t)‖2

)
−2b1Ḋ(t)

∫ 1

0
(1+ x)w(x, t) f (x, t)dx

−2b2Ḋ(t)
∫ 1

0
(1+ x)wx(x, t) fx(x, t)dx

+ Ḋ(t)
(

b1

∫ 1

0
(1+ x)w(x, t)2dx+b2

∫ 1

0
(1+ x)wx(x, t)2dx

)
≤−λmin(Q)|X̃(t)|2 +2|X̃(t)T PBw(0, t)|2

+b1

(
−w(0, t)2−‖w(t)‖2

+2|Ḋ(t)|
∣∣∣∣∫ 1

0
(1+ x)w(x, t) f (x, t)dx

∣∣∣∣)
+b2

(
2wx(1, t)2−wx(0, t)2−‖wx(t)‖2

+2|Ḋ(t)|
∣∣∣∣∫ 1

0
(1+ x)wx(x, t) fx(x, t)dx

∣∣∣∣)
+ |Ḋ(t)|

(
b1

∫ 1

0
(1+ x)w(x, t)2dx+b2

∫ 1

0
(1+ x)wx(x, t)2dx

)
To bound the remaining positive terms, one can introduce
the inverse transformation of (17)

e(x, t) =w(x, t)+D(t)K
∫ x

0
e(A+BK)D(t)(x−y)Bw(y, t)dy

+Ke(A+BK)D(t)xX̃(t)

and its spatial derivative to obtain the following inequalities,
using Young’s and Cauchy-Schwartz’s inequalities,

2
∣∣∣∣∫ 1

0
(1+ x)w(x, t) f (x, t)

∣∣∣∣dx

≤M1

(
|X̃(t)|2 +‖w(t)‖2 +‖wx(t)‖2

)
2wx(1, t)2

≤M2|Ḋ(t)|2
(
|X̃(t)|2 +‖w(t)‖2 +‖wx(t)‖2

)
2
∣∣∣∣∫ 1

0
(1+ x)wx(x, t) fx(x, t)

∣∣∣∣dx

≤M3

(
|X̃(t)|2 +‖w(t)‖2 +‖wx(t)‖2 +wx(0, t)2

)
where M1, M2 and M3 are positive constant, the expression
of which is not provided here. Using Young’s inequality and
the previous ones and defining V0(t) = |X̃(t)|2 + ‖w(t)‖2 +
‖wx(t)‖2, it is straightforward to get

V̇ (t)≤−λmin(Q)
2

|X̃(t)|2−
(

b1−
2|PB|2

λmin(Q)

)
w(0, t)2

−b1 ‖w(t)‖2−b2 ‖wx(t)‖2−b2(1−M3|Ḋ(t)|)wx(0, t)2

+ |Ḋ(t)|(b1M1 +b2M2|Ḋ(t)|+b2M3 +2b1 +2b2)V0(t)

1996



Consequently, choosing b1 ≥ 2|PB|2/λmin(Q) and defining

δ
∗ =min

{
min{λmin(Q)/2,b1,b2}

b1M1 +b2M2 +b2M3 +2b1 +2b2
,

1
M3

,1
}

(19)

we obtain the existence of a positive constant µ such that,
provided |Ḋ(t)|< δ ∗, t ≥ 0,

∀t ∈ R+ , V̇ (t)≤−µV0(t)

Finally, observing that both

min{λmin(P),b1D,b2D}V0(t) = η1V0(t)≤V (t)
V (t)≤max{λmax(P),2b1D̄,2b2D̄}V0(t) = η2V0(t)

one can deduce that

∀t ≥ 0 , V0(t)≤
η2

η1
V0(0)e−

µ

η2
t

This concludes the proof.

VI. CONCLUSION

This paper proposes a prediction-based control strategy
for a system with an input-dependent delay. This strategy
uses a proposed result on control of time-varying delays
(Theorem 1) and relates it, to account for the dependence
of the delay on the input variable through the considered
integral equation modeling the transport phenomenon to a
small-gain condition (14).

This control algorithm is based on a novel prediction-
based control for linear time-varying input delay. Via a
tailored change of time scale, this result has been directly
linked to the considered input-dependency of the input delay.

The merits and the implementability of the proposed
technique have been highlighted by the presented simulation
studies. In particular, comparison with a proportional con-
troller emphasizes its robustness when the delay is increased.
This could be reasonably interpreted as a promising way of
performance improvements for a large amount of industrial
processes involving input-dependent delay.
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