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Abstract

We consider a model of a microfluidic process under Zweifach-Fung effect, which gives rise to a second-order nonlinear, non-affine system
with control input that affects the plant both without delay and with an input-dependent delay defined implicitly through an integral of
the past input values (that arises from a transport process with transport speed being the control input itself). We construct a predictor-
feedback control law that exponentially stabilizes the output to a desired reference point. This is the first time that a predictor-feedback
design is constructed that achieves complete input delay compensation for such a type of input delay and despite that control input affects
the plant also without delay. This is attributed to the particular structure of the nonlinear system considered, which allows to deriving
an implementable formula for the predictor state at the proper prediction horizon. We then identify a class of nonlinear systems with
input-dependent input delay of hydraulic type for which complete delay compensation, through construction of an exact predictor state,

is achievable.

Keywords: Predictor feedback; Hydraulic input-dependent delay; Nonlinear systems; Microfluidic process; Zweifach-Fung effect.

1 Introduction

Microfluidic processes are ubiquitous in lab-on-a-chip
applications, see, for example, [18], [23]. An important
phenomenon evident in such processes is the so-called
Zweifach-Fung effect, which appears in microfluidic sys-
tems that involve separation of particles within a fluid at a
bifurcation point, with a separation volume ratio that de-
pends on the flow rates at the two daughter branches of the
main channel. Fig. 1 illustrates an example of such a setup.
This effect can be utilized in applications, such as blood
purification [25], while it is studied within the framework of
analysis of microcirculation dynamics, see, e.g., [7], [12],
[13]. Regulating the volume fraction of particles in one of
the reservoirs (corresponding to one of the daughter chan-
nels) is crucial for applications that involve, for example,
filtering or enrichment of particles in a fluid, see, e.g., [19].
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Fig. 1. Example of a microfluidic process [19]. Particles in a fluid
are separated in the bifurcation point at a volume ratio that depends
on flow rates @1, )2 of each daughter branch, which in turn can be
manipulated via the respective pressures P;, P» in the reservoirs.

A control-oriented model of such a phenomenon is presented
in [19]. The main features of this model are the following.
The control input is the flow ratio (with respect to total flow)
in the first channel, while the output is the volume fraction
of particles in the first reservoir. Owing to the transport
of particles from the bifurcation point to the first reservoir
there is a delay of hydraulic type (i.e., defined implicitly
through an integral of past values of flow ratio), because the
transport speed depends explicitly on the flow ratio itself. In
addition, the Zweifach-Fung effect at the bifurcation point,
gives rise to a nonlinear term in the dynamic equation for
the volume ratio, which depends on the flow ratio at the
delay time. Moreover, the flow ratio also affects directly the
volume ratio of particles in the first reservoir, which gives
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rise to a term that depends on a non-delayed form of the flow
ratio. Despite the practical importance of control of such
processes and existence of a control-oriented model, there
is no attempt to design a delay-compensating feedback law.
As a result, the related literature for this problem can be
categorized into results dealing with modeling and analysis
of such processes; see, for example, [7], [12], [13], [19],
[25], and into results dealing with predictor-based control of
systems with input-dependent input delays; see, for example,
[11, [2], [4], [5], [6], [8], [20], [22], and of systems with
distributed input delay; see, e.g., [1], [17], [21], [24], [26].

In this paper, we develop a predictor-feedback law for a non-
linear model of a microfluidic process under Zweifach-Fung
effect, which achieves exponential stabilization of a desired
reference point. The design relies on two ingredients—the
construction of an exact predictor state and the design of
a nominal feedback law. Despite that the delay is defined
implicitly through an integral of the input (over an interval
from the delay time to the current time) and despite that the
input enters the plant both in delayed and non-delayed form,
the construction of the predictor state is made possible ow-
ing to the particular structure of the nonlinear system con-
sidered and the specific dependence of its vector field on the
input variable (in fact, the predictor state is given in explicit
form). The nominal feedback law is designed based on a
particular delay-free system, which is not obtained in an ob-
vious manner (e.g., considering that the input only appears
in non-delayed form in the system’s dynamic equation). It
is rather derived constructing a stabilizing feedback law for
the system in a new time variable, which allows, in fact, to
recasting the problem of design of the nominal controller
as a problem of design of a feedback law for a delay-free,
time-varying, nonlinear non-affine system.

For guaranteeing the delay properties required for design of
a predictor state and for well-posedness of the system a fea-
sibility condition that the input is lower and upper bounded
by positive constants needs to be satisfied (also making the
model considered realistic from a practical viewpoint). This
imposes derivation of a local stability result in the supre-
mum norm of the delayed, actuator state. The proof of ex-
ponential stability of the closed-loop system relies on de-
riving estimates on solutions and on relating the norm of
the overall, infinite-dimensional system to the norm of the
predictor state. We then present an alternative proof that en-
ables exact computation of the region of attraction of the
control law. We also present simulation results of a microflu-
idic process with a sinusoidal nonlinearity, describing the
Zweifach-Fung effect (see, for example, [10], [19]), which
confirms the performance improvement of the closed-loop
system under predictor feedback, as compared, for instance,
to employment of an open-loop control strategy.

We then generalize the (exact) predictor-feedback design to
a class of nonlinear systems. This class is characterized by
a vector field that could be viewed as a product of a nomi-
nal vector field, which depends on the delayed input, with a
scaling term (that depends on the non-delayed input), which

is the function being integrated in the definition of the hy-
draulic delay (or, simply, the transport speed). Such systems
may describe the dynamics of parallel microfluidic processes
with a single outlet reservoir, actuated via a single pressure.
Under an a priori assumption of lower boundedness, by pos-
itive constant, of the scaling function (and typical assump-
tions, imposed on the nominal vector field, which guarantee
global stabilization under predictor feedback for long, input
delays; see, for example, [16]), we establish global asymp-
totic stability of the closed-loop system under predictor feed-
back (otherwise, a local stability result would be achievable,
as in the case of the microfluidic process model). The stabil-
ity proof relies on derivation of estimates on solutions and
introduction of a suitable change of the time variable.

2  Model of the Process and Open-Loop Behavior
2.1 Model of the Process

We consider the system

X(t)=U(t) )
/ U(s)ds = L, 3)
t—D(t)

where Y > 0 denotes the ratio of particles volume with
respect to the total volume in the first reservoir, X > 0
is normalized total volume in the first reservoir, U > 0 is
flow ratio between flow in the first channel and total flow in
the main (inlet) channel, which is the manipulated variable,
D > 0is delay, L > 0 is the ratio between total volume
in the first channel and total flow in the inlet channel, and
t > 0 is time variable. We also define the delay time ¢ as
¢(t) = t — D(t), which is employed later on. The delay as
defined in (3) is referred to as transport ([4]) or hydraulic
([6]) delay and expresses the conservation of total volume of
particles along the first channel. Thus, it is defined such that
the integral of the flow rate of particles in the first channel,
from the time at which the particles were at the bifurcation
point up to the current time at which the particles have been
transported to the first reservoir, is equal to the total volume
in the first reservoir, i.e., relation (3) holds. Further details
on the model derivation can be found in [19]. We impose the
following realistic (see, for example, [19]) assumption on f.

Assumption 1 The function f : [c1,c2] — [dy,d2], with
0<cp <cp<land 0 < dy < dy < 1, is Lipschitz
with constant Ly, strictly increasing, and its inverse f -1
[dy,d2] — [c1,c2] is Lipschitz with constant Lo.

To guarantee well-posedness of system (1)—(3) and for sys-
tem (1)—(3) to be a realistic model of the process the fol-
lowing feasibility condition has to be satisfied

0<c; <UM) <cg <1, forall > —D(0). )



Condition (4) guarantees that the delay D, defined implicitly
via (3), satisfies all requirements of time-varying input de-
lays that imply a uniquely defined delay that is positive and
upper bounded, as well as that its rate is less than one and
lower bounded [4]. These requirements also allow to guar-
antee well-posedness of a predictor state design [3], [4]. We
summarize these properties for the delay in Proposition A.1
in Appendix A, together with presenting its proof.

The goal of the predictor-feedback law is regulation of the
volume fraction Y to a desired reference value Y, corre-
sponding to a constant value U for the input (and thus, it also
corresponds to a constant delay value). Under (4), system
(2) does not have an equilibrium solution as its state X is a
linearly increasing function of time (for this reason X can
be viewed more as time variable) 2 . Thus, by an equilibrium
of system (1), (3) we denote a scalar Y satisfying Y = f(c),
which corresponds to a function U € C ([-£,0], (c1, c2))
with U = c, resulting in a zero right-hand side for (1), for all
X > 0. For such an equilibrium we derive (in closed loop)
direct stability estimates in an ad hoc manner, without nec-
essarily invoking a definition of a specific type of stability 3 .

2.2 Open-Loop Behavior

Lemma 1 Consider system (1)—(3), under a reference input
U(t) = ¢ t >0, forsomecy < ¢ < co. Under Assumption 1,
for each X(0) = Xy > 0 and all initial conditions Y (0) =
Yo € (f(er), f(e2)), Uo € C([=D(0),0], (c1, ¢2)), satisfy-
ing Uy (0) = ¢, the following holds

YoXo | cfy f(Uo(s— D(s)))ds

Ct+X0 Ct+X0 ’
Y(t) = 0<i<t
C
L L+ X, L
f(C) + <Y (C) — f(C)) Ct—|—X07 t> E
4)

Proof The proof can be found in Appendix B.

Lemma 1 implies that, for constant input U(t) = U = c,
t > 0, Y remains bounded; while regulation to equilibrium

2 Because, in practice, convergence of Y is much faster (under the
control law developed the rate is exponential) than the increase of
X, it is expected that divergence of X would not have significant
practical implications. In fact, in practice, it may take several hours
for the reservoir to become full, while, in addition, the reservoir
is usually replaced by an empty one, as soon as it becomes full.

3 A general version of the type of asymptotic stability obtained
could be stated as requiring that there exist a class KL function
Bo, a continuous decreasing function € : (0, +00) — (0, 400),
and a continuous function p : (0,4+00) — (0,400) such that,
for each Xy > 0, the solutions of system (1), (3) satisfy
Q1) < fo (p(X0)Q0,1). t > 0, where Q(t) = [Y (1) — f(c)| +
SUp,_ p(sy<o<: |U(0) — cl, for all initial conditions Yo > 0 and
Uy € C([—D(0),0], (c1, c2)), which satisfy Qo < € (Xo).

Y = f(c),U =ce C([-%£,0],(c1,c2)) is achieved. In
fact, if Xy > § > 0, then asymptotic stability, in the sense
of satisfying Q(t) < 5o (p(X0)Q0,t), t > 0, holds with
Bo (p(X0)Qo,t) = (2Xo+ L+ L1 L) c?—ES (this is derived
from (5)). To improve performance (e.g., convergence rate)
and robustness we design next a predictor-feedback law.

3 Predictor-Feedback Control Design

Given a nominal (for the delay-free case), stabilizing feed-
back law k, we construct the predictor-feedback law as

Ult)=r(X(#)+L,P(t)) (6)
CYWX(t) | o UE) Uls)ds
P(t) = X(t)+ L + X(t)+ L - D

State P is the predictor of Y at the proper, for complete input
delay compensation, prediction horizon, whereas X + L is
the predictor state of X . These facts are explained as follows.

3.1 Predictor States Construction

Denoting the delay time as ¢(t) = ¢t — D(¢) and the pre-
diction time as o(t) = ¢~ 1(t) (that exists as long as (4) is
satisfied, and thus, X is strictly increasing) we get for ¢ > 0

o(t)
/ U(s)ds = L. (8)
t

Therefore, using (2) we get that
X (o(t)) = X(t) + L, )

showing that the predictor state of X, i.e., X (¢), is X + L.
The prediction horizon needed is o(t) = X! (X(¢) + L)
(respectively, integrating (2) from ¢ to ¢ and using (3) we
get for ¢(t) > 0 that ¢(t) = X 1 (X (¢) — L)). To find the
predictor state of Y we substitute t = o(6), for ¢(t) < 6 <
t, in (1) to obtain

dY (o(0)) _ do(0) f(U(9)) —Y (0(0))
o do X (0(0))

U (0(6)). (10)

Thus, defining Y ((6)) = P() and since U (o(6)) 9% =
U () (that follows differentiating (8) with respect to the time
variable and which is the key for enabling construction of an
implementable formula for the exact predictor state) we get

d(P(0)X (0(9)))

TR = rwenpue).  ay

Integrating (11) from § = ¢(¢) to § = ¢ and using (9) we get
(7). Note that, according to (10), the Ordinary Differential
Equation (ODE) satisfied by the predictor state is

P(t) = WU(:&). (12)



3.2 Nominal Feedback Law Design

We choose the following nominal feedback law function 4

k(r,H) ="' (H—kr (H~ f(c))),  (13)
with some & > 0 and ¢; < ¢ < ¢y, which renders the
equilibrium H = f(c) of system

O L5 (w11 -

T

H(r)), (14

asymptotically stable. The choice of the nominal feedback
law such that it stabilizes system (14) is motivated by the
requirement of achieving stabilization of the P system given
in (12) and is explained as follows. With the change of
variables 7 = X (t) + L (with X (0) = X > 0) for the time
variable ¢, under (4) (implying that the change of variables
is invertible) we get from (12) that

dH (1)
dr

= LG W) -HE), a9

where we defined H (1) = P (X' (r — L)) and W () =
U (X’1 (r— L)) for 7 > Xg + L. System (15) is a time-
varying nonlinear system, which can be stabilized with the
choice W(7) = k (1, H(7)), with k being defined in (13).
The alternative representation (15) also reveals that X could
be viewed more as time variable (rather than as state), and
thus, as regards a nominal, delay-free design, one could seek
a feedback law of the form k (7, H) that stabilizes (15),
which is simpler than (12).

4 Stability Analysis

Theorem 1 Consider the closed-loop system consisting of
the plant (1)—(3) satisfying Assumption I and the control law
(6), (7) with (13). For each X(0) = Xy > 0, there exists
a strictly decreasing function ¢ € C ((0,400), (0,400))
such that for all initial conditions Y (0) = Yy > 0 and
Uy € C([—D(0),0], (c1,¢2)), which satisfy

Qo < €(Xo) (16)

Qo=1[Yo— f(c)|+ sup |Up(8) — [, (17)
—D(0)<6<0

f(Uo(s))Uo(s)ds
and Up(0) = k <X0 + L, ;(/Oi-(% + f D(0) X00+L 0 ’

there exists a unique solution such that Y (t) € C*[0, +00),

4 Note that utilization of the inverse function (corresponding to
the system’s nonlinearity) in the nominal feedback law appears in
[11] within the context of constructive control design for a class
of non-affine, nonlinear systems.

X(t) € C0,+00), U(t) being locally Lipschitz on
[0, 400), and the following hold for t > 0

[V (t) — f(c)] < Qoe*rmax {1, Ly }e ket (18)

sup  |U(0) — ¢ < Qomax {1, L;}(Ly + 1)e*
t—D(t)<0<t

X (14 kL + kXo + keot) e~*e1t. (19)
Moreover, the feasibility condition (4) is satisfied.
Proof The proof can be found in Appendix C.

The proof of Theorem 1 provides a direct and compact man-
ner for establishing local exponential stability of the closed-
loop system. The region of attraction estimate (16) and the
stability estimates (18), (19) may be, however, conservative.
For this reason and for obtaining more exact/practical con-
ditions we also provide an alternative proof for establishing
the following theorem, in which we provide an exact com-
putation of the region of attraction of the control law as well
as exact stability estimates and control gain parametrization
(with respect to initial conditions). The latter may be useful
in applications, e.g., for performing gain scheduling.

Theorem 2 Consider the closed-loop system consisting of
the dynamics (1)—(3) satisfying Assumption 1 and the control
law defined through (6), (7), and (13). Define the partition

(f(c1), f(c2))® = Ry U Ry U Ry with

Ry = {(IL, f(c)) € (f(c1), f(c2))? |
fle) = fle2) ST = f(c) < f(c) = fle)} (20)
Ry = {(TL, f(c)) € (f(c1), f(c2))? |
fle) = fler) <M= f(e) < €(f(e) = f(er)) or
flea) = fe) < fle) =T < €(f(ca) — f(e))}
2n
R3 = (f(c1), f(c2))*\(R1 U Ry). (22)

Denoting Vo = (Yy, Xo, Up), let us define

0
Po(to) = 2%+ ey [ G0 (W) s
(23)
and
fle) = f(er) .
PO(\IIO) — f( )a lfPO(\IIO) > f(C)
£(Vo,c) = flea) = fle) . :
(o) — Po(Wo)’ if Po(Wo) < f(c)
+OO, lfPO(\IIO) = f(C)
(24

For each X (0) = X > 0 and all initial conditions Y (0) =
Yoe(f(er), f(e2)), Up € C([-D(0),0), (c1,c2)), it holds:



o if (Py(Vy), f(c)) € Ry, then (Y,U) are bounded and
exponential regulation is achieved, in particular,

Y () = 7(0)] = om0 YO% v (o)) - £

t>o(0)>
U(t) S (61,62), tz 0 (25)
if and only if k € (0, k7 (U, c)) with
* _ 5(\1]0’ C) +1 .
kl (\I/O,C) - Xo+ L ) (26)

o if (Py(Vy), f(c)) € R, then (Y,U) are bounded and
exponential regulation is achieved, in particular, rela-

tion (25) holds, iff k € (0, k3(¥q, c)) with

24 In(£(Tp, )

k;(\l’()vc) - XO +L ) (27)

o otherwise, if (Py(Vy), f(c)) € Rs, there does not exist
k > 0 such that relation (25) is satisfied.

Proof The proof can be found in Appendix D.

Statements of Theorems 1 and 2 are complementary and
consistent with each other. In particular, restricting Yy to
(f(e1), f(ez)), which also implies (from (23), (25), (C.12))
that Y (¢t) € (f(c1), f(c2)),t > 0 (that is a condition appear-
ing in practice and stated in Theorem 2), is in agreement with
the statement of Theorem 1 that requires Y} to be sufficiently
close to f(c), which eventually imposes Yy € (f(c1), f(c2))
(see relation (C.11)) and it guarantees (from (C.14) and solv-
ing (C.15)) that Y'(¢) € (f(c1), f(ca)), t > 0, as well (al-
though stability estimate (18) is not tight). The fact that The-
orem 1 does not restrict the size of £ > 0, which guarantees
stabilization and feasibility, provided that the initial condi-
tions are sufficiently close to equilibrium, is also consistent
with Theorem 2. This can be seen from (24) and (26), (27)
(and (C.7)), which imply that the allowable range for & tends
to infinity as the initial conditions tend to equilibrium.

5 Simulation Results

We consider the example from [19] in which f :
(1.3) — (3.3) with f(U) = 3 — isin(27U) and
) = %&(274@. We choose the desired refer-
ence point as Y = f(c) = 2 with U = ¢ = 0.566 and
a control gain £ = 1.5. In Fig. 2 we compare the output,
control effort, and delay in the cases of the open-loop sys-
tem and for the closed-loop system under the proposed
predictor-feedback law. One can observe that the predictor-
feedback law stabilizes the desired equilibrium faster than
the open-loop controller. Note that because the initial con-
ditions for Y and U are at an equilibrium (although not
at the desired one), there is a time interval in which Y

0751

Fig. 2. Solid: Output Y (¢) (top), control input U (¢) (middle), and
delay D(t) (bottom) of system (1)—(3) for two different initial
conditions, namely, Up = 3, Yo = f (3) = % and Uy = 0.65,
Yo = f(0.65) = 0.7, with Xo = 3, under the predictor-feedback
control law (6), (7) with (13). Dashed: Output Y (¢) (top), control
input U (¢) (middle), and delay D(¢) (bottom) of system (1)—(3) folr

two different initial conditions, namely, Uy = %, Yo=f (%) =3

and Uy = 0.65, Yo = f(0.65) = 0.7, with Xo = %, under the
open-loop control law U(t) = U, for all ¢ > 0.



remains constant. (This is consistent with equation (C.12);
see also Lemma 1.) Note also that, in the open-loop control
case, the respective delay functions are exact, linear func-
tions of time. This follows from (3), which implies that for

0 <t < 0(0), it holds that [;’ ,,, Uds + [y Uds = L,
and thus, D(f) = & + 1 (1 - Ul) while for t > o(0), it

holds that D(t) = &, with o(0) = &.
The initial conditions considered result in (P, f(c)) € Ri,
as depicted in Fig. 3. The maximum allowable control gain
values are k7 (¥g) = 1.66 and £} (¥o) = 2.99, respectively.
Thus, the chosen gain k = 1.5 lies in the feasibility inter-
val provided in Theorem 2. Interestingly, simulations per-
formed in the limiting case k¥ = k7 led to numerical infea-
sibility resulting from U reaching the boundary of interval
(0.25,0.75), which, in turn, implies non-invertibility of f.

In simulations we employ the delay model (1)-(3) with
L =1 and implement the predictor state (7). Thus, for con-
trol implementation one needs to measure the output Y and
the state X. For computation of the finite integral in (7) we
employ, at each time step, a simple, left-endpoint rule. The
implicit relation (3) for computing the delay time ¢ (and
thus, also the delay via equation D = t — ¢) is resolved at
t = 0 by deriving the smallest value for the lower limit ¢
of the integral in (3), for which the integral does not exceed
the value L, initializing the lower limit of the integral from a
value equal to its upper limit (i.e., equal to the current time).
In fact, in the simulation scenario considered, because the
initial condition for the actuator state is chosen as constant,
¢(0) is computed explicitly as ¢(0) = — ULO Using the value
for ¢(0) obtained we consequently compute ¢ according to

the ODE ¢/(t) = ;{5 with initial condition ¢(0). In gen-
eral, performance of the design in actual implementations
may be affected by model uncertainties and disturbances, as
well as by errors due to numerical approximations and digi-
tal implementations. Study of robustness to such uncertain-
ties and errors although important, it constitutes a different
research topic itself that requires development of new re-
sults, which may be guided by the respective results in the
constant-delay case; see, for example, [15], [26].

6 Generalization to a Class of Nonlinear Systems

We identify a class of nonlinear systems with input-
dependent input delay of hydraulic type for which complete
delay compensation, via construction of an exact predictor
state, is achievable. The class of systems is described as

X(t) = f(X(1),U(t—D(1)) g (U(t) (28)
t
L= [ g (29)
t—D(t)
where X € R" is state, U € R is control variable, f :

R™*! — R™ is locally Lipschitz vector field with f(0,0) =
0, and L > 0 is constant. We assume the following.

0.75

07
0.65 R
06 * o
0.55
< os R
0.45
04
0.35 R,
03 -
0.25
03 0.4 05 06 07

Fig. 3. Regions R, R2, and R3 in Theorem 2 for the numerical
example. Point (P, f(c)) corresponds to the initial conditions
under consideration and is depicted by the asterisk/diamond.

Assumption 2 Function g : R — R, is locally Lipschitz
and satisfies, for some positive constant c;, the following

c1 <g(U), forallU €R. (30)

Assumption 3 System X = f (X, U) is forward complete.

Assumption 4 There exists a locally Lipschitz feedback
law £ : R™ — R, with x(0) = 0, which renders system
X = f(X,k (X)) globally asymptotically stable.

Without Assumption 2 only a local stability result would
be achievable (because the conditions on the delay could
be, potentially, guaranteed restricting the size of initial con-
ditions, as in Section 4; see also, for example, [3], [4]).
Assumptions 3 and 4 are standard assumptions for predic-
tor feedback-based control design of systems with long, in-
put delays, achieving global stabilization (see, for example,
[16]). We note here that Assumptions 3 and 4 are imposed
on the system without the scaling term g. As shown within
the proof of Theorem 3 (stated below) in Appendix E, this
is adequate because, under Assumption 2, one can employ
a suitable change of the time variable absorbing ¢ and en-
abling the proof to be conducted under Assumptions 3 and 4.

The predictor-feedback law is given by
U(t) = r(P(1)) €20

0
" f(P(s),U(s)) g (U(s))ds, (32)

P(0) = X(t) +

for all ¢(t) < 0 < t, where ¢(t) =t — D(t). The fact that
P in (32) is the predictor state is shown employing change
of variables t = o (0) = ¢~1(#) in (28), where o is defined
via relation f;(e) g(U(s))ds = L, ¢(t) < 6 < t. In more
detail, from (28) with definition X (o(6)) = P(6) we get

%ff) = d(;(:)g(U(U(H)))f(P(9),U(9)), (33)




and hence, since g (U (0(0))) dfi(:) = g (U(#)), we arrive

at (32) through integration. We have the following result.

Theorem 3 Consider the closed-loop system consisting
of the plant (28), (29) and feedback law (31) with (32).
Under Assumptions 2—4 there exists a class KL function
B such that for all Xy € R and Uy € C[—D(0),0], with
Uo(0) = k(P(0)), there exists a unique solution with
X(t) € CY0,+00), U(t) locally Lipschitz on [0,+00),
and the following holds

=(t) < B(2(0),t), t>0, (34)
where
=) =X+ swp  [UOL G5
t—D(t)<6<t

Proof The proof can be found in Appendix E.

The proof strategy presented in Appendix E relies on esti-
mates on solutions obtained under Assumptions 3, 4, with
the aid of a suitable change of time variables, which is well-
defined under Assumption 2. A Lyapunov-based proof is
also possible, relying on the Lyapunov characterization of
input-to-state stability and forward completeness, which can
be established in a similar manner to, for example, [3], [16]
(see also [9] for the case of an input delay defined implicitly
through an integral of the state), utilizing the fact that the
scaling function g, of the vector field f in (28), satisfies (30).

7 Conclusions

We constructed a predictor-feedback law for a second-order,
nonlinear non-affine system with input-dependent input de-
lay of hydraulic type arising in control of microfluidic pro-
cesses under the Zweifach-Fung effect. We proved exponen-
tial stability of the reference point in closed loop utilizing
estimates on solutions. The simulation results provided con-
firm the performance improvement of the closed-loop sys-
tem under the developed design. We further generalized the
predictor-feedback design to a class of nonlinear systems.

Although we impose the assumption on invertibility of the
nonlinearity due to Zweifach-Fung effect, this is not restric-
tive, as, in certain applications, the operation region of in-
terest lies in medium flow ratios. To operate over the whole
spectrum of flow ratios, where f may not be increasing, one
has to remove such an assumption (e.g., by constructing a
different nominal feedback law). This is an issue that we
currently investigate. As another topic of ongoing research,
we aim at addressing the delay-compensating control design
problem of a general network of microfluidic processes, fea-
turing various bifurcation points, channels, and reservoirs.
Although addressing the control design problem for the case
of n channels is expected to be far from a pure replication
of the approach for the one-channel case considered here,

the key step in enabling to address this general case, is the
control design and analysis step made here.

Appendix A

Proposition A.1 For a delay time ¢(t) =t — D(t) defined
implicitly via f;(t) g(s)ds = L, with L > 0 and a contin-
uous function g : [¢(0), +00) — Ry, assume that relation

c1 < g (8), for some positive constant ¢y, is satisfied for all
s > ¢(0). Then the following holds for all t > 0

L
1-D(@t)>0 and 0< D(t) < —. (A1)
a
In particular, there exists a unique time t* such that ¢ (t*) =
0, with t* < é Furthermore, if g = c1, then t* = L.

Proof Differentiating relation f(;( n9(s)ds = L we
get (t) = gé(ft))). Thus, ¢(t) = 1 — D) > 0
is proved. Integrating relation ¢; < g¢g(s), we get
aD(t) < f;(t) g (s) ds = L, which proves that D(t) < é
With a contradiction argument (because g is positive) we
show that ¢(t) < ¢, and hence, D(t) > 0, t > 0. Since ¢ is
strictly increasing with ¢(t) > ¢ — é and ¢(0) < 0, there
exists ¢* such that ¢ (t*) = 0, with 0 = ¢ (t*) > t* — L. If
the delay time is defined via f; (1) €1 ds = L, it immediately
follows that D(t) = é, and hence, 0 = ¢ (t*) =t* — L

c’

Appendix B: Proof of Lemma 1

Under the assumption for Uy and the fact that U (¢t) = ¢, t >
0, from Proposition A.1, there exists a unique 1 such that
¢ (t1) = 0. Using (3) we get fg(t) Uy (s)ds = L—ct. Hence,

t1 = %, since Uy is continuous and strictly positive. Thus,

f(')r t > % system (1), (2) evolves as Y(t) = %c,
X(t) = ¢, which implies Y(t)X(t) — Y (£) X (L) =

cf(e) (t— L), X(t) = ct + Xo. Hence, we obtain (5) for
t>L Foro<t< % we get from (1), (2) that Y(t) =

AGL=DED=YW which implies (5) for 0 < t < L.

Appendix C: Proof of Theorem 1

Feasibility condition satisfaction: > The feasibility con-
dition (4) is satisfied for —D(0) < ¢ < 0 by the assumption

® We study existence and uniqueness of solutions, separately, in
the third part of Appendix C, to not distract the reader from the
main contribution of the paper, which is the predictor-feedback
control design and respective stability analysis. The proof relies
on the autonomous, (P, X) ODE system in closed loop (C.21),
(C.22), having a locally Lipschitz right-hand side. This enables to
conclude existence/uniqueness utilizing known results for ODEs.



on the initial condition for U. In order to guarantee that the
feasibility condition is satisfied for ¢ > 0 we need to estab-
lish that the following holds for ¢ > 0

fler) < P(t) = k(X(t) + L) (P(t) = f(c)) < flea),
(C.1)

which can be satisfied provided that the following holds

)15(1&)‘ 1—k(X(@E) +L) <8, t>0, (C2)

with P = P—f(c),§ = min {f(c2) — f(c), f(¢) = f(e1)}.
As long as U satisfies inequality (4), from (13), (6), (12)

it follows that the predictor state P satisfies Pt) =
—kP(t)X(t), and thus,
P(t) = P(0)e FX®=Xo), (C.3)

Furthermore, as long as U satisfies inequality (4), it holds
that ¢t + Xo < X (t) < cot + Xp. Therefore,
’P(t)‘ 11— k(X()+L)| < ‘15(0)’ ekt (14 kL
+kXo + kCQt) . (C4)

From (7) for t = 0 it follows using (3) that

5 Yo — f(c)| Xo
‘P(O)‘ ST X+ L
f¢ ‘f UO )
Xo+ L

f()|Uo(s)ds

(C.5)

Under Assumption 1 (f being Lipschitz) we get from (C.5)
using (3) that

Yo — f(c)| Xo
LLysup_poy<s<o|Uo () — ¢
Xo+ L

PO) <

, (C.6)
and thus (since Xy > 0 by assumption),

PO) <o - f@I+ 11 s [Uy(s)—c|- €T)

—D(0)<s<0

Using (C.4), it follows that (C.2) is satisfied provided that
‘13(0)‘ (1+ kL + kXo + keat) e 51t < 5, ¢ >0, (C.8)

which is satisfied whenever

~ 1)
P(0 ] < c9
PO <37t 9
M (Xo) =max {1 + kL + kX,
02€1+E;(kL+1+kXo)}. (C.10)
C1

Using (C.7) we obtain that condition (C.9), and hence, also
(C.2), is satisfied whenever (16) holds with

0
max{l, Ll} M (X()) '

e(Xo) = (C.11)

Derivation of stability estimate for Y: From Proposi-
tion A.1, under (4), there exists a unique finite time in-
stant o(0) > 0, with ¢(0) < é, such that ¢ (¢(0)) = 0.
Hence, for all 0 < ¢ < ¢(0) we obtain from (1), (2) that

w = f(Uo (t — D(t))) U(t), and hence,
Y(t) ~ fle) = L hla- )(;()t))) O
N W 0<t<o(0). (C.I12)

Under Assumption 1 (f being Lipschitz) and the assumption
on Uy we get from (C.12) that

Ly supp<s<; |Uo (s — D(s)) — |
X(t)
‘ Yo — f(e)| Xo
></0 U(s)ds + X0

Since X (t) > c1t + Xo (under (4)), using (2) we obtain
from (C.13) that for 0 < ¢ < ¢(0) it holds that

Y (t) = fo)] <[Yo = f(c)]

+Li sup
—D(0)<s<0

Y (t) = fle)l <

. (C.13)

|Uo (s) —¢|. (C.14)

For ¢ > o¢(0), which implies that ¢ — D(t) > 0, since
X (o(t))=X(t)+Land P(t) =Y (o(t)), we obtain from
(6) that V() = LEEWLWN-YD x ()

(13) we get that

, and hence, from

(C.15)

Explicitly solving (C.15) and using (9) we get that Y (¢) =
f(c) + e FEX®=Xo=L) (Y (5(0)) — f(c)), and hence,

Y(t) — f(o)] < e e Y (0(0)) — f(e)].  (C.16)

Using (C.14) and the fact that for ¢ < ¢(0) it holds that
X (t) < Xo + L (since X is increasing), we obtain (18).

Derivation of stability estimate for U: Since (C.1) holds
and since f~! is Lipschitz (by assumption), it follows from

(13), (6) that [U(t) — ¢ < Ly [P0)[ (1 =k (X () + D))
t > 0, and hence, using (C.4) it follows that

\U(t) — ¢| <L ‘13(0)} (1 + kL + kX + keat)

x ekt >, (C.17)



Using (C.7) we obtain from (C.17) that

‘U(t) — C| SIH&X {1, Ll}LQQO (]. + kL =+ kXo + kCQt)
x e ket >0, (C.18)

Thus, for ¢ > ¢(0) we obtain from (C.18) that

sup  |U(6) — ¢| <Qomax {1, L, } Lye*Le~kert
t—D(t)<0<t

X (14 kL4 kXo + keat), (C.19)

where we used the fact that D(t) < %, t > 0, which follows
from (3), (4). Using the fact that sup, _ p(;y<p<; [U(0) — ¢| <

(sup_p(y<a<0 Us(6) = el + supoye, 1U(8) — )
xe~ker(t=c(0)) 0 < ¢ < ¢(0), we obtain using (C.18) that

sup  |U(0) — ¢| < Qo(La + 1)max {1, L, Jek<17©)
t—D(t)<0<t

X (14 kL + kXg + keot) e *e1t (C.20)

for 0 <t < o(0). Using (4), (8) it follows that o(0) < £,
and hence, using (C.19), (C.20) we obtain (19).

Existence, uniqueness, and regularity of solutions: We
first note that from (2), (6), (12) it follows that

P(t) = —k(P(t) — f(c)) k(X (t) + L, P(t))
X(t) =k (X(t) + L, P(t)),

(C.21)
(C.22)

and thus, since the right-hand side of the above ODE
in (P,X) is locally Lipschitz in (P,X) we get (with
(C.3), (C.7), and 1t + Xo < X(t) < cot + Xp) ex-
istence and uniqueness of a solution (P(t),X(t)) €
C1[0,4+00). Thus, from (6), (13) it follows from As-
sumption 1 that U(¢t) is locally Lipschitz on [0, +00).
Moreover, since mapping F(¢) = fo¢ U(s)ds satis-
fies F'(¢) = U (¢), we can uniquely define (with (4))
its inverse F~1. As ¢, for each t, satisfies (3), by the
continuity of U on [¢(0),+00), we obtain existence
of a unique solution ¢(t) € C*[0,+0c0) defined via
o(t) = F1 (fg U(s)ds — L) — F1(X(t) - Xo — L).
Thus, from (C.12) it follows (with (18)) that there exists a
unique solution Y (t) € C* [0,(0)). Similarly, from (C.15)
it follows (with (18)) that there exists a unique solution
Y (t) € C' (0(0), +00). Compatibility of Uy with the feed-
back law guarantees that Y is continuously differentiable
also at t = ¢(0).

Appendix D: Proof of Theorem 2

A necessary and sufficient condition for the controller to
guarantee boundedness and exponential regulation is that

k > 0 and U(t) € (c1,¢2), t > 0, hold simultaneously.
Under Assumption 1, this holds iff

P(t) = k(X (1) + L)(P(t) = f(c) € (f(er), f(e2))
t>0.

k>0
(D.1)

Derivation of conditions on (U, k, ¢) for satisfaction of
(D.1): Aslong as U € (cy, ¢2), the closed-loop system gives

P(t) = f(¢) + e ¥ Jo U (Pl £(¢)). Hence, the first
equation in condition (D.1) is re-written as

F(©)+ (1= k(Xo+ L) = h(t))(Po = f(c))e ")
€ (f(c1), f(c2)), t>0, (D2)

with h(t) = kfot U(s)ds. For k > 0, as long as U > ¢y,
this function spans R . Thus, introducing ¢; : h € Ry +—
fle)+(1—k(Xog+L)—h))(Py— f(c))e", the first equa-
tion in (D.1) is equivalent to g1(h) € (f(c1), f(c2)) for
all h > 0. Let us observe that limp_, 1o g1(h) = f(c)
belongs to (f(c1), f(c2)) from the definition of ¢ and As-
sumption 1. Using (23) we get that Py € (f(c1), f(c2))
for Yy € (f(c1), f(c2)) and Uy € C ([—D(0),0), (¢1,¢2)).
Thus, ¢1(0) € (f(c1), f(c2)) if and only if k < &k} (¥y,c),
with k7 defined in (26). Furthermore, one can obtain that, if

k> X02+ = £ 17 (Xo), then g1 is monotonic and, otherwise,

¢ admits an extremum for h = 2 — k(X + L), which is

91(2 = K(Xo + L)) = f(c) = (Po = f(e))e oD
(D.3)

and belongs to (f(c1), f(c2)) iff & < k% (o, c), with k3
defined in (27). Thus, stability and feasibility are established
iff the following conditions on W, k, and c are satisfied

{o <k <k (T, c) D)

0<k<ki(Woc),ifk<nXo)

Restatement as conditions on the gain dependent on
(Uy, ¢): To reformulate and simplify condition (D.4), let us
observe that the following properties hold (from (26), (27)):
(P1) ki > k3;

P E<netllek; <n

(P3) k3 >0 &>e 2

Hence, using (P1) and (P2), condition (D.4) is satisfied iff
one of the following two conditions holds

{k‘;znand0<k<k{ D.5)

ki <nmand 0 < k < k3~
Equivalently, (D.4) holds iff one of the following holds

> *
{§_1a1nd0<l<;<k1 D.6)

E<land 0 <k <k}’



which, combining (20), (21), and (24), can be written as

{ (Po, f(¢)) € Ry and 0 < k < kT

(Po, f(c)) € Rpand 0 < k < k3~ (D.7)

The proof is completed noting from (22), (24) that Py € R3
is equivalent to ¢ < e~2, and thus, from (P3), to k3 < 0.

Appendix E: Proof of Theorem 3

Under Assumption 2, using Proposition A.1, we get from
(29) that there exists t* such that t* = ¢(0) < %, where
o(t) = ¢~1(t) and ¢(t) =t — D(t). We continue the proof
treating separately the cases 0 < ¢ < ¢(0) and ¢ > ¢(0).

Derivation of solutions estimate for X for 0 < ¢ < ¢(0):
Define the change of variables

7= /0 g(U(s))ds = g(t), (E.1)

which, under Assumption 2, is invertible as ‘é—; =

g(U(t)) > ¢y, for t > 0, while g : [0, +00) — [0, +00) is
strictly increasing. In particular, since fog(o) g(U(s))ds =
g(o(0)) = L, we get from (28) in 7 variable that for
0 <t < o(0) it holds that “XT) = 7 (X (7),U (v - L)),
0<7<L, where X (1) = X (57'(7)) and U(r — L) =
U (g~ ))) Under Assumption 3 and [14] it holds that
| X (7)] < ¥ (| X(0)] +supgcy<, [U(s = L)), for a
function w e IC and a continuous, positive, monotonically
increasing function v. Hence, there exists ¥; € K such
that |X (7)| < 1 (|X(0)] + supyes<y, |U(s — L)|), for
0 < 7 < L, with ¢;(s) = v (L) (s). Therefore, since
a(0)=g 1(L), we arrive at

|X (8] < 1 (2(0)),

Derivation of solutions estimate for X for ¢t > ¢ (0): Since
U(t) = k(P(t)) = k(X (o(t))), for all t > 0, we obtain
that the closed-loop system for ¢ > o(0) becomes

0<t<o(0). (E2

(E.3)

. dX (1 % Y
In 7 variable we get % = f(X (T)’“(_X (1))
7 > L. Thus, under Assumption 4 we get ‘X(T)’ <

B1 (’)_( (L)|,7—L), 7> L, witha 8; € KL. Therefore,
X (@) < B (X (0(0)],9(t) — L), t=>0o(0). (E4)
Sinceg )— L = fot (U(s))d f¢(t ))ds =

fo t) ))ds > cp (t— D(t)), for all t > O'(O), we ob-
tain frorn (E 4) for t > o(0)
(X (&) < B1 (X (a(0))],

c1 (t = D(1))). (E.5)
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Combining (E.5) with (E.2), we can get that | X (¢)] <
B (¥1 (2(0)) , ex max{0, ¢(t)}) +41 (£(0)) e™ ™00,

t > 0, and hence, as ¢(t) >t — é, we arrive at

|X (t)| < B2 (E(0),t), t=>0, (E.6)

where fOa(s,t) = [ (wl (s),c1 max {O,t - i}) +

— _ L
P1(s)e max{0t=& } 5o o class KL function,

Derivation of solutions estimate for U: Under Assumption
4 (local Lipschitzness of x with x(0) = 0), the fact that
U(t) = k(P(t)) = k(X (c(t))), and (E.2), (E.5), there
exists a class o, function p such that

[U®#)] < p(B1(¥1(2(0)),c1t)), t=>0, (E.7)
and hence, for ¢ > ¢(0) it holds that
sup  |U(0)] < p(B1(¥1(E(0)),c10(t))). (E.8)
t—D(t)<0<t

For 0 < ¢t < o(0) we have that sup,_ p(y<g<¢ |U(0)] <
Sup_ p(oy<o<o [U(0)| +supg<p<, (o) |U(0)], and hence, us-
ing (E.7), we get for 0 < ¢t < ¢(0) that

sup  |U(0)] <E(0) + p (81 (¢1 (£(0)),0)) . (E9)
t—D(t)<6<t
Combining (E.8), (E.9), we can get that
sup  |U(9)| < B3(2(0),t), t=0, (E10)
t—D(t)<0<t

where f5(s,t) = p (61 (wl (s),c1 max {O,t - CLT}» +
(s+p(BL(¥1(s),0)))e mac{0t=5} i of class KL.
Combining (E.6), (E.10) we get (34) with 8 = (s + fs.

Existence, uniqueness, and regularity of solutions follow in a
similar manner to the respective part in Appendix C, starting
from the ODE for P, P(t) = g (k (P(t))) f (P(t), k (P(¢))),
which has a locally Lipschitz right-hand side.
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