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Abstract— We develop an adaptive output-feedback con-
troller for a wave PDE in one dimension with actuation on
one boundary and with an unknown anti-damping dynamics
on the opposite boundary. This model is representative of drill
string torsional instabilities arising in deep oil drilling, for
which the model of bottom interaction with the rock is poorly
known. The key feature of the proposed controller is that it
requires only the measurements of boundary values and not
of the entire distributed state of the system. Our approach is
based on employing Riemann variables to convert the wave
PDE into a cascade of two delay elements, with the first of
the two delay elements being fed by control and the same
element in turn feeding into a scalar ODE. This enables us to
employ a prediction-based design for systems with input delays,
suitably converted to the adaptive output-feedback setting. The
result’s relevance and ability to suppress undesirable torsional
vibrations of the drill string in oil well drilling systems is
illustrated with simulation example.

I. INTRODUCTION

For oil exploration and production, wells are drilled with
a rotating rock-crushing device, called a bit, driven by a
rotatory table at the surface, equipped with an electric motor.
The torque applied at the surface is transmitted at the bottom
of the borehole to the bit through a drill string consisting in
various slender tubes. Because of this thinness, the drill string
is subject to various vibrations which occur in a strongly
nonlinear way due to the interaction with the borehole wall.

In this paper, we consider torsional vibrations leading to
the so-called stick-slip phenomenon [7]. Due to its inter-
action with the rock, the bit slows down and finally stall
while the rotatory is still in motion. This causes the bit to
be suddenly released after a certain time and to start rotating
at very high speed before being slowed down again. Such
velocity oscillations give rise to the emission of torsional
waves from the lower end, which travel up to the drill string
and can reflect from the rotatory table, leading to distributed
instabilities. This undesirable limit cycle of the (distributed)
drill string velocity can yield to significant malfunctioning
or damages of the downhole equipments (bit, drill pipes,
electronic devices, etc).

Typically, stick-slip oscillations are combated by develop-
ing feedback control in terms of rotatory table motion. Even
though researchers have recently investigated the potential
of using the so-called weight-on-the-bit at the bottom of the
borehole [5] as actuator to act on the strength of the friction
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reaction at the bit, such techniques are not commonly used
because they have a high risk of collapse due to their bottom
location and of subsequent loss of the tool. This is why the
application of the torque as ground level is preferred and is
the framework under consideration in this paper.
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Fig. 1. Schematic view of a drilling system.

Even if most
of the approaches
developed in
the literature
rely on finite
dimensional mod-
els [8] [15] [20],
the drill string
torsional dynamics
is more accurately
represented
by a linear
wave equation
subject to non-
linear boundary
conditions
representing the
top-drive and frictional processes [2] [16]. Lately, by
neglecting the effect of damping along the structure, this
model has been revisited and the bit dynamics recast as a
neutral delay differential equation [19].

In this paper, we follow this overture and develop an adap-
tive control strategy to handle the high uncertainties on the
rock-on-the-bit friction term, which have been proved to be
one of the major practical difficulties. Indeed, even if a great
number of phenomenological expressions for this nonlinear
interaction have been provided over the last decade [13] [15],
these models depend on parameters, such as the weigh-on-
the-bit or the nature of the rock, that can vary with time
and during operation, and are therefore uncertain. To address
this point, we consider here two parametric uncertainties
appearing linearly in the model.

Following [3] and our recent design [4], we propose,
via the introduction of Riemann variables, to reformulate
the plant in the form of an input-delay model cascaded
with a stable transport equation occurring in the direction
opposite from the propagation delay. This formulation allows
one to use infinite-dimensional time-delay control strategy,
namely, a prediction-based controller, which has recently
been reinterpreted in the light of the PDE backstepping
technique [10]. Exploiting the transport equation structure
of the dynamics under consideration, we present a global
output-feedback adaptive controller.



Both the controller and the parameter estimators that we
design employ only boundary measurements. This is the
main achievement of this paper. While [18] also proposes for
the same system an output-feedback control law stabilizing
the bit velocity and [11] states an adaptive stabilization result
for a similar unstable wave PDE with unmatched parametric
uncertainty, the present paper is the first result on output-
feedback adaptive control providing a L2-norm stabilization
result for the entire distributed state.

The paper is organized as follows. In Section II, we
describe the system and model challenging, before focusing
on Section III on a reformulation of the plant via the intro-
duction of Riemann variables. In Section IV, we present the
proposed adaptive controller and the main stabilization result
of the paper which is proved in Section V. Finally, Section VI
illustrates the relevance and merits of the proposed approach
with numerical simulations.

Notations In this paper, | · | is the Euclidean norm and
‖u(·)‖ is the spatial L2-norm of a signal u(x, ·), x∈ [0,1]. For
(a,b) ∈R2 such that a < b, we define the standard projector
operator on the interval [a,b] as a function of two scalar
arguments f (denoting the parameter being update) and g
(denoting the nominal update law) in the following manner:

Proj[a,b]( f ,g) =g

 0 if f = a and g < 0
0 if f = b and g > 0
1 otherwise

II. DRILL STRING TORSION MODELING AND CONTROL
CHALLENGES

We consider the torsion dynamics of an oil well drill
string such as the one pictured in Fig. 1. Following [18],
after normalization (see [17]) and neglecting damping, the
dynamical equations write

utt(x, t) =uxx(x, t) (1)
ux(1, t) =U(t) (2)
utt(0, t) =aF(ut(0, t))+aux(0, t) (3)

in which u is the angular displacement
of the drill string, U is the scalar input,
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Fig. 2. Rock-on-bit friction term, as a function
of the bit angular velocity.

a > 0 is constant
and F is a
given nonlinear
function. In details,
the boundary
conditions account
for two different
phenomena: (2)
represents the
torque actuation
of the rotatory
table at x = 1
and (3) models the

dynamics of the drill bit, subject to friction while interacting
with the rock. The function F represents the rock-on-bit
friction and is pictured in Fig. 2. This function is highly
uncertain as it depends among other things on the nature

of the rock, which varies with operation and is also poorly
known.

The control objective is to stabilize the angular velocity
ut(·, t) toward a given uniform rotatory speed ur

t . Correspond-
ing steady-state angular displacement profiles are therefore
ur(x, t) = ur

t t−F(ur
t )x+ u0 (u0 ∈ R) and the corresponding

steady-state control law is U r =−F(ur
t ).

Two main difficulties arise while designing control. The
first one is visible by considering the error variable ũ= u−ur

and the linearized version of (1)–(3) which is ũtt(x, t) = ũxx(x, t)
ũx(1, t) = U(t)−U r

ũtt(0, t) = aqũt(0, t)+aũx(0, t)
(4)

with q = dF
dut

(ur
t ) unknown. For reasonably large value of

ur
t (which is the region of interest for drilling operation),

one can observe on Fig. 2 that this parameter is positive1.
The eigenvalues of the uncontrolled system (4) satisfy the
equation (

√
λ − aq)(1 + e2

√
λ ) = a(1− e2

√
λ ). Therefore,

computing these eigenvalues for a fixed q ≥ 0, one can
observe that they are all located in the right-half complex
plane. This means that the plant is anti-stable. For small
values of q, some eigenvalues are very close to the origin,
generating an oscillatory behavior very similar to the quasi-
stable case.

The second difficulty is that, as the function F is uncertain,
not only the boundary condition (2) but also the feedforward
term U r are poorly known. Therefore, the latter cannot be
directly used for control purpose. We address this point by
slightly reformulating the plant under consideration in the
following section.

III. PROBLEM STATEMENT AND REFORMULATION

To account for the two difficulties previously discussed, in
the following, we investigate closed-loop regulation toward a
trajectory ur(x) = dx+u0 (u0 ∈R) for the following system2

utt(x, t) =uxx(x, t) (5)
ux(1, t) =U(t) (6)
utt(0, t) =aqut(0, t)+a[ux(0, t)−d] (7)

in which U(t) is the scalar input, (u,ut) is the system state,
with (u(·,0),ut(·,0)) ∈ H1([0,1])× L2([0,1]), a > 0 is a
scalar constant and both the anti-damping parameter q > 0
and the trajectory coefficient d ∈ R are unknown. Besides
these uncertainties, the key challenge here is that the source
of instability, the “anti-damping” ODE (7), is on the opposite
boundary from the boundary that is controlled. Uncertainties
are dealt with by employing an adaptive controller, fed by
estimates q̂(t) and d̂(t) which are updated based on real-time
measurements to guarantee closed-loop stability.

1Actually, in practice, the torque derivative is positive for any bit velocity.
The model employed here does not satisfy this property on a neighborhood
of the origin only because, in view of numerical implementation, we
consider a smooth approximation of other torque models [9] [15].

2In details, this system is the linearized version of (1)–(3) with
d =−F(ur

t ) as unknown parameter and with ur
t = 0. This last point is

only made for the sake of simplicity of the exposition and can be relaxed
straightforwardly (see Section VI).



As always in indirect adaptive control, certain a priori
assumptions on the parameter values are needed in order
to ensure stabilizability under parameter estimates. For our
system, this gives rise to the following assumption.

Assumption 1: There exist known constants q, q, d and d
such that q < q, d < d and q ∈ [q,q], d ∈ [d,d].

Besides regulation, a second objective is to design a
feedback law which does not employ the distributed state,
but only boundary values measurements. We assume that the
signals ut(0, ·) and ut(1, ·) are measured for all time.

As a first step in our development, we reformulate
plant (5)-(7) by introducing the following intermediate Rie-
mann variables and transformed control variable

ζ (x, t) =ut(x, t)+ux(x, t)− d̂(t) (8)

ω(x, t) =ut(x, t)−ux(x, t)+ d̂(t) (9)

W (t) =ut(1, t)+U(t)− d̂(t) (10)

which lead to the following new dynamics, with the estima-
tion error d̃(t) = d− d̂(t),

utt(0, t) =a(q−1)ut(0, t)+a[ζ (0, t)− d̃(t)] (11)

ζt(x, t) =ζx(x, t)− ˙̂d(t) (12)
ζ (1, t) =W (t) (13)

ωt(x, t) =−ωx(x, t)+
˙̂d(t) (14)

ω(0, t) =2ut(0, t)−ζ (0, t) (15)

In this new framework, the wave phenomenon is represented
as the cascade of two transport PDEs with source term,
with one ODE being driven by the first of the two PDEs.
The ODE (11) with state ut(0, ·) plays a central role and it
has to be made asymptotically stable by feedback, which is
applied through the transport equation (12) controlled at the
boundary x = 1. A second transport phenomenon (14) with
similar source term is also present, in the opposite direction,
accounting for the reflection of the wave at x = 0.

Remark 1: From the transport equations (12) and (14),
we have that ζ (x, t) = ζ (y, t + x− y)− d̂(t)+ d̂(t + x− y)
and ω(x, t) = ω(y, t− x+ y)+ d̂(t)− d̂(t− x+ y) for any
0≤ y≤ x≤ 1 and any t ≥ 0.

In particular, ζ (x, t) =W (t−1+ x)− d̂(t)+ d̂(t−1+ x),
x∈ [0,1] and t ≥ 0, and ω(x, t) = ω(0, t− x)+ d̂(t)− d̂(t− x)
= 2ut(0, t− x)−W (t−1− x)+ d̂(t)− d̂(t−1− x) .

Following [10], when ˙̂d(t) = 0, (11)–(13) can also be
interpreted as an input-delay ordinary differential equation,
delayed by 1 unit of time, followed by a stable transport
phenomenon (14)–(15). This motivates the control design.

IV. CONTROL DESIGN

Consider the following control law

U(t) =−ut(1, t)+ d̂(t)− (c0 + q̂(t)−1)
(

ea(q̂(t)−1)ut(0, t)

+a
∫ t

t−1
ea(q̂(t)−1)(t−τ)[η(τ)− d̂(t)]dτ

)
(16)

in which c0 > 0 is a constant, q̂ is an estimate of the
unknown parameter q and η(t) =U(t)+ut(1, t). We design
the parameter estimate update laws as

˙̂q(t) =
aγq

1+N(t)
Proj[q,q]

{
q̂(t),ut(0, t)

(
ut(0, t) (17)

+b1(c0 + q̂(t)−1)
∫ t

t−1
e(a(q̂(t)−1)+1)(τ−t+1)w(τ, t)dτ

)}
˙̂d(t) =

aγd

1+N(t)
Proj[d,d]

{
d̂(t),−ut(0, t) (18)

−b1(c0 + q̂(t)−1)
∫ t

t−1
e(a(q̂(t)−1)+1)(τ−t+1)w(τ, t)dτ

}
N(t) =ut(0, t)2 +b1

∫ t

t−1
eτ−t+1w(τ, t)2dτ

+b2

∫ t

t−1
et−τ(2ut(0,τ)−η(τ−1)+ d̂(t))2dτ (19)

in which the bounds q,q,d,d are defined in Assumption 1,
Proj is the standard projection operator, the normalization
constants b1,b2 > 0 and the update gains γd ,γq > 0 are tuning
parameters and, for t ≥ 0 and t−1≤ τ ≤ t,

w(τ, t) =η(τ)− d̂(t)+(c0 + q̂(t)−1)
(

ea(q̂(t)−1)(τ−t+1)ut(0, t)

+a
∫

τ

t−1
ea(q̂(t)−1)(τ−ξ )[η(ξ )− d̂(t)]dξ

)
(20)

In order to properly interpret this adaptive control law, we
provide several comments next.

The choice of the control law (16) originates from the
interpretation of (11)– (13) as an input delay system. Indeed,
if q and d were known, one could simply choose d̂ = d and
define ζ (x, t) = η(t +x−1)−d, following Remark 1. Then,
the following predictor-based control law [1] [14] would
compensate exactly the delay

W (t) =− (c0 +q−1)
(

ea(q−1)ut(0, t)

+a
∫ 1

0
ea(q−1)(1−x)[η(t + x−1)−d]dx

)
(21)

i.e., after 1 unit of time, it would result into the closed-
loop dynamics utt(0, t) =−c0ut(0, t) which is exponentially
stable for any c0 > 0. Then, with a suitable change of variable
and applying the certainty equivalence principle, the control
law (16) follows.

The choice of the update laws is based on Lyapunov
design, as detailed in the following section. As common in
adaptive control [6] [12], a projector operator is used in (17)–
(18). In addition, normalization (19) is employed in order to
limit the rate of change of the parameter estimate, which
could otherwise act as a destabilizing disturbance.

As a final remark, we would like to stress the fact that
the proposed controller (16)–(20) is entirely computable
with only the measurement of the boundary values ut(0, ·)
and ut(1, ·). This is the main advantage of this control law
compared to ones previously obtained, like e.g. in [17] which
requires the measurement of the entire distributed state.



Theorem 1: Consider the closed-loop system consisting
of the plant (5)-(7), the control law (16) and the parameter
update laws (17)-(20). Define the functional

Γ(t) =ut(0, t)2 +
∫ 1

0
ut(x, t)2dx+

∫ 1

0
(ux(x, t)−d)2dx

+(q− q̂(t))2 +(d− d̂(t))2 (22)

For any c0 > 0, there exists positive constants b∗2(c0),
b∗1(c0,b∗2), γ∗(c0,b∗1,b

∗
2) such that, provided that b2 < b∗2,

b1 > b∗1, γd ∈ (0,γ∗) and γq ∈ (0,γ∗), then there exist R > 0
and ρ > 0 such that

Γ(t)≤ R(eρΓ(0)−1) (23)

and the regulation in L2-norm follows, i.e.

lim
t→∞

ut(0, t) = lim
t→∞
‖ut(t)‖

= lim
t→∞
‖ux(t)−d‖= lim

t→∞
(d̂(t)−d) = 0 (24)

We now provide the proof of this theorem, before applying
it to the drill string torsion dynamics and illustrating its
merits with simulations.

V. PROOF OF THEOREM 1

A. Backstepping transformation and target system

Consider the backstepping transformation of the dis-
tributed variable ζ

z(x, t) =ζ (x, t)+(c0 + q̂(t)−1)
(

ea(q̂(t)−1)xut(0, t)

+a
∫ x

0
ea(q̂(t)−1)(x−y)

ζ (y, t)dy
)

(25)

Following Remark 1 and with a suitable change of variable,
one can observe that this transformation is closely related
to (20) with z(x, t)=w(t−1+x, t), x∈ [0,1], t ≥ 0. Using this
relation and some changes of variable, the control law (16)
can be rewritten in terms of the distributed variable ζ as

W (t) =− (c0 + q̂(t)−1)
(

ea(q̂(t)−1)ut(0, t)

+a
∫ 1

0
ea(q̂(t)−1)(1−x)

ζ (x, t)dx
)

(26)

The plant (11)–(15) can then be reformulated as the follow-
ing target system

utt(0, t) =−c0aut(0, t)+a[z(0, t)+ q̃(t)ut(0, t)− d̃(t)] (27)

zt = zx + ˙̂qgq(x, t)+
˙̂dgd(x, t)+ [q̃(t)ut(0, t)− d̃(t)]h(x, t)

(28)
z(1, t) = 0 (29)

ωt =−ωx +
˙̂d(t) (30)

ω(0, t) = (c0 + q̂+1)ut(0, t)− z(0, t) (31)

in which q̃(t) = q − q̂(t) is the anti-damping parameter
estimation error and

gq(x, t) =ea(q̂(t)−1)xut(0, t)+a
∫ x

0
ea(q̂(t)−1)(x−y)

ζ (y, t)dy

+(c0 + q̂(t)−1)
(

axe(q̂(t)−1)xut(0, t)

+a2
∫ x

0
(x− y)ea(q̂(t)−1)(x−y)

ζ (y, t)dy
)

(32)

gd(x, t) =−1− (c0 + q̂(t)−1)a
∫ x

0
ea(q̂(t)−1)(x−y)dy (33)

h(x, t) =a(c0 + q̂(t)−1)ea(q̂(t)−1)x (34)

This target system is the one which is exploited in the
Lyapunov analysis, as it presents the advantage of having
a boundary condition z(1, t) = 0.

B. Lyapunov analysis

We are now ready to start the Lyapunov analysis. Define
the Lyapunov-Krasovskii functional candidate

V (t) = log(1+N(t))+
q̃(t)2

γq
+

d̃(t)2

γd
(35)

in which, following Remark 1, the normalization factor
originally defined in (19) can be expressed as

N(t) =ut(0, t)2 +b1

∫ 1

0
exz(x, t)2dx+b2

∫ 1

0
e1−x

ω(x, t)2dx

(36)

Note that similarly, the update laws (17)–(18) can be refor-
mulated in terms of the backstepping transformation z(x, ·).
Taking a time-derivative of (35), using projection operator
properties and (17)–(19), one obtains

V̇ (t)≤ 1
1+N(t)

(
−2c0aut(0, t)2−b1z(0, t)2−b1 ‖z(t)‖2

+2aut(0, t)z(0, t)+2b1 ˙̂q(t)
∫ 1

0
exz(x, t)gq(x, t)dx

+2b1
˙̂d(t)

∫ 1

0
exz(x, t)gd(x, t)dx+b2

(
eω(0, t)2

−‖ω(t)‖2 +2 ˙̂d(t)
∫ 1

0
e1−x

ω(x, t)dx
))

(37)

Applying Young and Cauchy-Schwartz inequalities, one gets
the existence of M1(b1),M2(b1)> 0 and M3 > 0 such that∣∣∣∣2 ˙̂q(t)

∫ 1

0
exz(x, t)gq(x, t)dx

∣∣∣∣≤γqM1(b1)(ut(0, t)2 +‖z(t)‖2)

(38)

| ˙̂d(t)| ≤γdM2(b1) (39)∣∣∣∣2∫ 1

0
exz(x, t)gd(x, t)dx

∣∣∣∣≤M3(ut(0, t)2 +‖z(t)‖2) (40)

Similarly, applying again Young inequality and using that
1+N(t) ≥ 1, one can obtain the existence of M4 > 0 such
that∣∣∣∣2 ˙̂d(t)

γd

∫ 1

0
e1−x

ω(x, t)dx
∣∣∣∣≤M4

(
ut(0, t)2 +‖z(t)‖2 +‖ω(t)‖2

)
(41)

Consequently, using (31) and Young inequality, it follows

V̇ (t)≤ 1
1+N(t)

(
−
(

b1−
a
c0
−2eb2

)
z(0, t)2−

(
ac0

2



− γqM1(b1)−2eb2(1+ c0 + q̂)2− γdM2(b1)M3

− γdb2M4

)
ut(0, t)2−b2(1− γdb2M4)‖ω(t)‖2

− (b1− γqM1(b1)− γdM3M2(b1)− γdb2M4)‖z(t)‖2
)

(42)

Therefore, by choosing b2 <
ac0

4e(1+c0+q)2 , b1 >
a
c0
+2eb2 and

γq+γq <
min{ac0−4eb2(1+c0+q)2,2b1,2}
2max{M1(b1),M3M2(b1),b2M4}

, there exists η > 0 such
that

V̇ (t)≤− η

N(t)

(
ut(0, t)2 +‖z(t)‖2 +‖ω‖2

)
(43)

and finally

V (t)≤V (0) , t ≥ 0 (44)

C. Stability in terms of the functional Γ

Finally, we need to establish the stability in terms of Γ.
First, from the Riemann variables definition (8)-(9), one gets

ut(x, t) =
ζ (x, t)+ω(x, t)

2
(45)

ux(x, t)− d̂(t) =
ζ (x, t)−ω(x, t)

2
(46)

Second, from (25) and its inverse

ζ (x, t) =z(x, t)− (c0 + q̂−1)
(

e−ac0xut(0, t)

+a
∫ x

0
e−ac0(x−y)z(y, t)dy

)
(47)

applying Young and Cauchy-Schwartz inequalities, one
shows that there exist r1,r2,s1,s2 > 0 such that

‖ζ (t)‖2 ≤r1ut(0, t)2 + r2 ‖z(t)‖2 (48)

‖z(t)‖2 ≤s1ut(0, t)2 + s2 ‖ζ (t)‖2 (49)

Consequently, with these inequalities and Young inequality,
it follows that

Γ(t)≤
(

1+
3
2

(
r1 +

r2

b1
+

1
b2

)
+ γq +3γd

)
(eV (t)−1) (50)

V (t)≤
(

1+b1e(s1 +2s2)+2eb2 +
1
γq

+
1
γd

)
Γ(t) (51)

Matching the two previous inequalities with (44) gives the
stability result stated in the Theorem.

D. Convergence analysis

From (44), one can easily get that N(t), q̃ and d̃ are uni-
formly bounded for t ≥ 0, and therefore ut(0, t), ‖z(t)‖ and
‖ω(t)‖ are also uniformly bounded for t ≥ 0. Consequently,
from (48), ‖ζ (t)‖ is also uniformly bounded for t ≥ 0.

From there, applying Young inequality to (17), one can
obtain that ˙̂q is uniformly bounded for t ≥ 0. Similarly,
applying Cauchy-Schwartz inequality to (16), one can obtain
that ζ (1, t) is uniformly bounded for t ≥ 0. Further, as
ζ (x, t) = ζ (1, t− 1+ x)− d̂(t)+ d̂(t− 1+ x), ζ (x, t) is also

0 5 10 15 20 25 30
3

4

5

6

7

T ime[s]

V
el
oc
it
y
[r
a
d
/
s]

 

 

Velocity at surface
Velocity downhole
Reference

(a) Velocity evolution. The adaptive controller is turned on
after 9 sec.

0 5 10 15 20 25 30
14

16

18

20

Time [s]

C
o
n
tr
o
l

 

 

U (t)
d

0 5 10 15 20 25 30
0

0.5

1

Time [s]P
a
ra
m
et
er

es
ti
m
a
te

 

 

q̂(t)
q

(b) Control input and parameter estimate evolutions. The
adaptive controller is turned on after 9 sec.

Fig. 3. Stabilization of plant (1)–(3) using the output-feedback adaptive
controller proposed in Theorem 1 for the unknown parameters d =−F(ur

t )
and q = dF

dut
(ur

t ) (c0 = 1/a, γd = 1, γq = 0.1 and b1 = 1e−3, b2 = 0.1).

uniformly bounded for t ≥ 1− x and in particular ζ (0, t) is
uniformly bounded for t ≥ 1. From (25),

z(0, t) = ζ (0, t)+(c0 + q̂−1)ut(0, t) (52)

and, consequently, z(0, t) is also uniformly bounded for t ≥ 1.
Further, from (27)-(31), applying integrations by parts, one
can express dut(0, t)2/dt, d‖z(t)‖2/dt and d‖ω(t)‖2/dt and,
using (32)–(34), (17)–(18), Cauchy-Schwartz inequality and
the previous considerations, obtain their uniform bounded-
ness for t ≥ 2.

Finally, integrating (43) from 0 to ∞, it follows that ut(0, t),
‖z(t)‖ and ‖ω(t)‖ are square integrable. Following Barbalat
Lemma, ut(0, t), ‖z(t)‖ and ‖ω(t)‖ tend to zero as t tends to
∞. Using (45)-(46), it follows that ‖ut(t)‖ and

∥∥ux(t)− d̂(t)
∥∥

tend to zero as t tends to ∞. The result follows from there
using (7) and (18).

VI. NUMERICAL SIMULATIONS

In this section, we present numerical simulations illus-
trating the behavior and merits of the proposed adaptive
controller (16)–(19). To give physical insight on its per-
formances, simulations results are provided in physical co-
ordinate, i.e. using the model proposed in [18] which is
equivalent to (1)–(3) (see [17]). The model parameters used
in simulations are taken from [17] to ease performance
comparisons and gathered in Table I.

The adaptive-controller (16)–(20) is used for regulation
instead of stabilization by simply using ut(0, ·)− ur

t in the
controller equations in lieu of ut(0, ·). Velocity reference is
chosen as θ r

t = 5 rad/s (or equivalently ur
t ≈ 3 s−1). Corre-

sponding unknown parameter are therefore d =−F(ur
t ) = 16

and q = ∂F
∂ut

(ur
t ) = 0.31. Initial parameters estimates are

obtained with an incorrect rock-on-bit friction function and
are d̂(0) = 16.15 and q̂(0) = 0.53. The control gain is chosen
such that c0a = 1.



The controller is turned on after 9 s. One can observe
that the open-loop system not only exhibits a oscillatory
behavior, as previously discussed, but is also biased because
of the uncertainty of the rock-on-bit friction term which
is used as feedforward. The proposed closed-loop strategy
efficiently suppresses both of these effects. Specifically, the
essence of the controller behavior is particularly visible on
Fig. 3(a): the control computed at t = 9 sec starts acting
on the bit velocity at t ≈ 10 s, which is consistent with
the physical system propagation time T = .6 (see [17] and
Table I) and the bit velocity then converges in an exponential
manner to its reference, as could be expected from the control
choice. The velocity of the rotatory table follows a similar
trend delayed by T ≈ .6 s which corresponds to the time
needed for the control law to propagate back to the surface.
Fig. 3(b) pictures the variation of the parameter estimates.
As stated in Theorem 1, the rock-on-bit friction term d is
asymptotically estimated. On the other hand, the estimate
of the anti-damping coefficient does converge but not to the
unknown parameter, even if stabilization is achieved. This
behavior well-known in adaptive control [6] is consistent
with the error equations.

The obtained performance compares favorably to ones
previously obtained in the literature [17], [20]. An interesting
property of our controller is that, by compensating the
propagation delay, transient behavior is particularly smooth,
compared to the damping obtained in [20] for example,
and, besides, tunable via the feedback gain c0. On the other
hand, its settling time cannot be arbitrarily decreased as the
input delay is only suffered here, meaning that we have
chosen to act on the dynamics (11)–(13) and to let the
asymptotic regulation of the second transport PDE (14)–(15)
stemming from the one of the first ODE-PDE cascade. This
choice leads to a settling time greater or equal to twice
the propagation delay, and therefore superior to the one
obtained in [17] for example, where the second dynamics is
actively stabilized. However, contrary to the one presented
here, the distributed controller proposed in [17] requires the
knowledge of the distributed state.

VII. CONCLUSION
In this paper, we have proposed an adaptive output-

feedback control law for a wave PDE with unknown anti-
damping dynamic boundary and showed the interest of
the proposed technique to suppress undesirable torsional
vibrations of a drilling system. The main advantage of our
controller is that it does not require the knowledge of the
entire system state but only on the top and bottom velocities.
However, in practice, the latter is not only extremely noisy
but also substantially delayed, as the signal is either trans-
mitted via the mud system flowing back to the surface or via
dedicated acoustic waves , both solutions generating a (time-
varying) transport delay [8]. Design of a bottom velocity
observer to address this point is a direction of future work.
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